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This paper discusses the use of psychological performance tests to assess the effects of environ-
mental stressors. The large number and the variety of performance tests are illustrated, and the
differences between performance tests and other psychological tests are described in terms of
their design, construction, use, and purpose. The stressor emphasis is on the effects of drugs
since that is where most performance tests have found their main application, although other
stressors, e.g., fatigue, toxic chemicals, are mentioned where appropriate. Diazepam is used as
an example. There is no particular performance emphasis since the tests are intended to have
wide applicability. However, vehicle-driving performance is discussed because it has been the
subject of a great deal of research and is probably one of the most important areas of application.
Performance tests are discussed in terms of the four main underlying models-factor analysis,
general information processing, multiple resource and strategy models, and processing-stage mod-
els-and in terms of their psychometric properties-sensitivity, reliability, and content, criterion,
construct, and face validity. Some test taxonomies are presented. Standardization is also
discussed with reference to the reaction time, mathematical processing, memory search, spatial
processing, unstable tracking, verbal processing, and dual task tests used in the AGARD STRES
battery. Some comments on measurement strengths and appropriate study designs and methods
are included. Environ Health Perspect 1 04(Suppl 2):247-273 (1996)
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Introduction
Psychological performance tests are used to
assess the effects of environmental stressors.
Most performance tests have found their
main application in the study of drug
effects, although other stressors, e.g., fatigue,
toxic chemicals, are mentioned where
appropriate. There is no particular perfor-
mance emphasis because the tests are
intended to have wide applicability.
However, vehicle-driving performance is
discussed since it has been the subject of a
great deal of research, and is probably one
of the most important areas of application.

This paper was prepared as background for the
Workshop on Risk Assessment Methodology for
Neurobehavioral Toxicity convened by the Scientific
Group on Methodologies for the Safety Evaluation of
Chemicals (SGOMSEC) held 12-17 June 1994 in
Rochester, New York. Manuscript received 1 February
1995; manuscript accepted 17 December 1995.

Address correspondence to Dr.. Anthony
Wetherell, Human Factors Section, Chemical and
Biological Defence Establishment, Porton Down,
Salisbury SP4 OJQ, United Kingdom. Telephone 1980
613478. Fax 1980 613741.

Abbreviations used: MRT, multiple resource the-
ory; RT, reaction time; PETER, performance evalua-
tion tests for environmental research; STRES Battery,
standardized tests for research into environmental
stress battery; NF test, number facility test; CTS,
criterion task set.

Performance tests differ from most
other psychological tests in their design,
construction, use, and purpose. These fea-
tures will be mentioned briefly here and
discussed in more detail below. The main
difference in design is that other tests, e.g.,
personality, intelligence, clinical, occupa-
tional, are intended to differentiate between
individuals, whereas performance tests are
intended to differentiate between stressors.
To assess individuals, tests should be rela-
tively insensitive to variations in environ-
mental conditions but sensitive to individual
differences. To assess environmental stres-
sors, the opposite is true. Generally, tests are
suitable for one purpose or the other, but
sometimes a test may be found that is
suitable for both.

In terms of construction, most tests
are usually made to be given only once, or
a small number of times, to assess an indi-
vidual against some known standard or
norm. Performance tests are usually made
so that they can be administered repeatedly
to assess performance over time or with
changing stressors. Some performance tests
are given repeatedly without change, e.g.,
reaction time or tracking tests. Other tests
contain items that the subject could learn if

repeatedly given the same test; e.g., if the
same mathematical problems were always
given in the same order, then subjects would
begin to memorize the answers rather than
having to work them out each time. Thus,
performance tests have to be constructed to
present different problems, but of the same,
or at least similar, levels of difficulty, often
by randomizing the same problems within
a test, or by randomizing items within a
problem, e.g., numbers in a mathematical
test. This relates to the problems of learn-
ing and test reliability.

Sometimes simple randomization is not
enough. Baddeley's grammatical reasoning
test (1) contains problems of different lev-
els of difficulty. If these were simply ran-
domized, it is possible that one version
might have a preponderance of easy items
early on in the test, while the next version
might have a preponderance of difficult
items. Performance on the second version
would then be reduced, and this might be
mistaken for effects of a stressor. The answer
is to ensure that all levels of difficulty are
equally distributed in each version.

In terms of use, performance tests
usually do not have normative databases
against which the results can be compared.
Thus, reference or control data are usually
collected concurrently with test data. For
example, performance tests are usually
administered to people when they are
exposed to the stressor and when they are
not exposed or to one group of people who
are exposed and another group who are not.
For cause and effect to be properly attrib-
uted, performance tests are normally used
as part of an experimental design that has
strict requirements and imposes constraints
such as time limits on the test.

Sometimes it is not possible to study a
concurrent control group, e.g., in cases
where people have been accidentally
exposed to a toxic chemical. Here, some
form of control group is still necessary,
and investigators often employ people in
the same job who were not exposed or, if
this is not possible, people in similar jobs
who were not exposed. This involves a
considerable problem in study design.

In terms of application, whereas other
tests are designed to assess whether a person
meets a certain standard or to diagnose
problems, performance tests are designed to
assess performance, i.e., whether a person
can do a job, e.g., in cases where a diagnosis
has been made and treatment has been
given, the individual's ability to return to
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work needs to be assessed. This relates to
the test's validity.

Types of Performance Tests
There are very many performance tests
and, while it is not the purpose of this
paper to provide a compendium, some
examples may help illustrate the variety.
More complete reviews of tests used in
psychopharmacology are given by Cull
and Trimble (2), Wittenborn (3), and
Hindmarch (4). Most investigators classify
tests broadly in terms of what they appear
to measure, e.g., sensory function, central
processing, motor function, or perceptual-
motor function, but this grouping is often
only arbitrary and distinctions are often
unclear. With the exception of some tests
in which the subject self-generates the
stimuli (see below), all tests include some
elements of all functions, if only because
the subject has to be given some stimulus
to work with and has to make some
response so that performance can be mea-
sured. Thus, a cognitive or higher mental
function test also includes perception and
response functions, and it is possible, for
example, that some tests that claim to mea-
sure cognition might actually be better
tests of perception.

Examples of the diversity of tests used
in psychopharmacological studies include
proofreading (5), card sorting (6), pursuit
rotor tracking (7), adaptive tracking (8),
rudder control (9), multiple limb coordi-
nation (10), symbol copying (11), absolute
auditory threshold (12), auditory discrimi-
nation (13), delayed auditory feedback
(14), auditory reaction time (15), choice
reaction time (16), ocular convergence
(17), the duration of after-images (18),
short- and long-term memory (19), verbal
learning (20), digit span (21), muscular grip
strength (22), body sway (23), beam bal-
ancing (24), digit symbol substitution (25),
putting caps on ball point pens (26), tap-
ping speed (27), saccadic eye movements
(28), the Gibson spiral maze (29), galvanic
skin response (30), electroencephalographic
changes (31), finding hidden words (32),
critical flicker fusion (33), discrimination
conditioning of the eyelid response (34),
time estimation (35), serial subtraction
(36), the Purdue pegboard test (37), con-
cept identification (38), digit cancellation
(39), group vigilance (40), category cluster-
ing (41), spontaneous reversals of the
Necker cube (42), trigram recognition (43),
concentration (44), logical reasoning (1),
video games for air combat and slalom
driving (44,45), navigational plotting (46),

mental rotation (47), Tower-of-Hanoi
problem solving (48), and creativity (49).

It might be asked where all these tests
come from: most are purpose designed,
although some originate from clinical or
experimental psychology. Examples from
clinical psychology include the widely used
digit span test of short-term memory, which
originally formed a subtest of Wechsler's
clinical memory scales (50). Similarly, the
digit symbol substitution test formed part of
Wechsler's adult intelligence test (51) and
has been used by many investigators as a
performance test, mainly to measure per-
ceptual skills, but it must be remembered
that the test also includes decision making
and motor components.

The digit span test has not proved par-
ticularly sensitive to stressors; it has been
used mainly because it is one of the few
short-term memory tests that can be
administered repeatedly without task-
specific learning. The digit symbol substitu-
tion test has proved sensitive to the effects
of several drugs, including amylobarbitone
(52), chlordiazepoxide (53,54), diazepam
(52,55,56), flunitrazepam (39), flurazepam
(15,31), imipramine (57), lorazepam (11),
and nitrazepam (18,25,58-60).

An example from experimental psy-
chology is the finding that subjects took
longer to read aloud the names of colors
written in a different color, e.g., the word
"red" written in green (61). This effect has
been widely used in the study of personal-
ity (62), perceptual (63), cognitive (64),
and response (65) processes, but it has so
far been neglected by psychopharmacolo-
gists, although it has been used to show an
interaction between alcohol and mandrax
(66) and, with a mirror drawing test, to
show that diazepam and nabilone reduced
anxiety (67).

Use of Performance Tests
Performance tests are used very widely to
study the effects of environmental stressors,
mostly drugs; the best example is diazepam,
which has been perhaps the most widely
studied drug for effects on performance.
Interest has waned now, but in the late
1960s and 1970s the drug was the subject
of perhaps the most intensive psychophar-
macological research campaign ever waged.

Effects ofDiazepam on
Laboratory Performance Tests
Reviews have been published at intervals
(68-73). The following description is based
on the type of performance test used as
described by the authors. However, there is

some overlap, e.g., the digit symbol substi-
tution test is often viewed as cognitive, but
it has a high motor skill component. Also,
some tests are conceptually similar but are
methodologically different or have been
reported differently, e.g., arithmetic can
include addition, subtraction, multiplica-
tion, or division; tracking can include maze
following, pursuit rotors, normal or mirror
tracing, and specially designed adaptive
tracking tests. In many cases, not only the
tests' taxonomies, but also the descriptions of
techniques, materials, and procedures leave
much to the imagination. Memory tests are
particularly difficult to categorize as so many
variables are involved, e.g., type of informa-
tion and degree of meaning, presentation
mode and time, retrieval cues, recall modes,
and intervening activity and time. Note also
that the term psychomotor is often used very
loosely to cover not only perceptual-motor
skills but also cognitive skills.

In terms of sensory and perceptual skills,
perceptual speed is impaired by 10 mg
diazepam (74); letter searching and cancel-
lation are impaired by diazepam in doses of
5 mg or more (32,40,75-77), but can be
impaired by doses as low as 2.25 mg (78).
Lower doses of 2.5 or 5 mg are reported to
have no effect (52) as might be expected,
but a dose of 15 mg has also been reported
to have no effect (79).

Attention and vigilance are reported to
be impaired with doses of diazepam rang-
ing from 2.25 to 10 mg three times daily
for 14 days (52,78,80-84) and are unaf-
fected in doses ranging from 5 mg to single
doses of 20 mg or multiple doses of 5 mg
three times daily for 14 days (40,84-86).

Tracking is reported to be impaired by
doses ranging from 2.25 mg to single doses
of 20 mg or multiple doses of 10 mg three
times daily for 14 days (8,75-78,83,84,
86-90) and to be unaffected by doses from
5 to 20 mg (84,91-93). There are even
two reports of improvement in tracking
with doses of 10 mg (94) and 5 mg three
times daily for 14 days (95).

Symbol copying is not affected by diaze-
pam in doses of 5 and 6 mg (96,97), but
pegboard and other coordination tests are
affected in doses from 10 to 28 mg
(76,79,82,85,98-102).

Effects on simple reaction time are var-
ied and do not seem to be related to dose
(but may be related to different methodolo-
gies; see Standardization). Some authors
report that diazepam slows reaction time in
doses as low as 5 mg (8,52,83,98,103), and
others say that it has no effect in doses of
up to 28 mg (82,88,96,102,104,105).
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Effects on choice reaction time are sim-
ilarly varied, perhaps for similar reasons.
Impairments have been reported with
doses of 10 mg (74,84-86,89,103), while
no effect has been reported from doses of
up to 20 mg (82,84,92,93); an improve-
ment has been reported with 5 mg three
times daily for 14 days (95). Wetherell
(unpublished data) used the additive factors
method to show that 10 mg diazepam
impairs the decision and response stages but
not the perceptual stage in reaction time.

Tapping speed seems not to be affected
(52,55,82,93,96,97) except at doses of
20 mg (106).

Arithmetic skills are reported to be
impaired by doses from 10 to 28 mg
(30,99,100) and to be unaffected by single
doses of 5 mg to doses of 10 mg three
times daily [B Biehl, unpublished data;
(40,79,91,105)].

Digit symbol substitution is reported to
be impaired by doses from 5 to 28 mg
(52,55,102) and to be unaffected by doses
from 2.5 to 20 mg (79,88).

Card sorting is impaired by 20 mg (76)
and unaffected by doses from 10 to 20 mg
(77,80,88).

Regarding memory, diazepam shows
impairments in recall of digits or letters
(40,52,55,106,107), word lists (80,102,
106), addresses and telephone numbers
(76,77,102), and picture recall and recog-
nition (108,109). The effect appears to be
not on recall, but on storage processes
(20,106,110). Other miscellaneous effects
of diazepam include impairment of time
estimation (77,98), but there is no effect on
counting or on color naming (91).

Effets ofDiazepam on Driving Tests
Batteries of laboratory tests are generally
reliable, controllable, sensitive, safe, cheap,
and convenient. With sufficient imagina-
tion, almost any laboratory test can some-
how be related to some aspect of driving.
However, the predictive validity of labora-
tory tests is poor, and very few tests have
any empirical justification (72,111-114).
Thus, some investigators have turned to
simulators and some to real vehicles.

Using driving simulators, some authors
have reported impairments in lane posi-
tioning, speed maintenance, and emer-
gency decision making with doses from 5
to 15 mg diazepam (115), while others
have reported no effect from two doses of 5
mg to single doses of 20 mg (93,116).

Using real vehicles, 10 mg diazepam
impairs readiness to brake (B Biehl,
unpublished data) and the timeliness of

decisions to overtake another vehicle (A
Wetherell, unpublished data), but ability,
confidence, and willingness to drive through
narrow gaps can be impaired, improved, or
unaffected, perhaps depending on the level
of anxiety suffered by the driver (117).

After all this work it might be expected
that the effects of diazepam on perfor-
mance are now well known. Unfortunately
this is not the case; one reason is that there
has been such a variety of tests and results,
some contradictory, that all we really know
is that diazepam generally impairs perfor-
mance. However, a recent survey of expert
opinions has begun to put some order into
the effects of diazepam, and also other
drugs, particularly with respect to their
effects on driving (118,119).
Models of Human
Performance
There is no unified model of human per-
formance rather, there are many, although
they may be drawn into four main ap-
proaches: factor analysis, general informa-
tion processing, multiple resource/resource
strategy, and the processing-stages model.

Factor Analysis
The basis of factor analysis is that a signifi-
cant correlation between two variables
indicates the existence of a common,
underlying factor that, at least in part,
determines the scores on both variables.
Factor analysis begins with a correlation
matrix showing the intercorrelations of
many variables and attempts to explain
these patterns by deriving a smaller num-
ber of factors that would generate such a
pattern. This is also economical because
having to propose a separate factor for
every correlation will produce unmanage-
able numbers with small sets of variables.
For example, there are 10 possible intercor-
relations with five tests, and in general,
(nx n-n)12 possible correlations with n
tests. In factor analysis, the number of fac-
tors is generally very much lower than the
original number of variables. For example,
it may well be found that one single factor
could account for most of the variance on
perhaps five manual dexterity tests.

The first product of a factor analysis is a
factor matrix showing the factor loading of
each test on each factor. The factor loading
is an estimate ofwhat the correlation would
be between the test and a pure test of that
factor and indicates the extent to which the
test contains, or is loaded on that factor.
There is no such thing as a factorially pure
test, but some tests can come close.

The next step is to identify each factor.
For example, if a factor shows high loadings
for tests of basic arithmetic, number series,
mathematical reasoning, etc., then that fac-
tor might be called mathematical ability.
With larger numbers of tests, it is possible
that such a factor really contains several
component factors such as number fluency,
computational ability, etc.

Factor analysts are divided on the
philosophical basis of factor analysis. Some
contend that factors are real in nature and
simply waiting to be discovered. That is,
such things as mathematical, verbal, and
spatial abilities exist and will be discovered if
we are dever enough to use the proper tests.
Others argue that factor analysis is merely a
way of looking at and summarizing data:
factors do not exist in nature but are an
interpretation of the data. Interestingly, peo-
ple in the latter group are usually willing to
accept their own results as describing the
state of nature, even though the approach is
largely atheoretical.

Perhaps the best known exponent of
real factors is Guilford (120), who pro-
posed a three-dimensional model called the
Structure of Intellect, based on his vast
experience in the fields of intelligence,
creativity, and performance measurement.
Guilford's dimensions are a) contents,
which represent types of information that
can be discriminated, e.g., visual, auditory,
symbolic, semantic, behavioral; b) opera-
tions, which are the kinds of intellectual
processes that can take place, e.g., evalua-
tion, convergent production, divergent
production, memory, cognition; and
c) products, which are the intellectual out-
puts of processing, e.g., units, classes, rela-
tions, transformations, implications. Thus,
Guilford's boxes in his three-dimensional
model are real, and he spent much of his
research in discovering tests to fill them.
For example, Wechsler's digit span test
(121) could represent an entry in the
auditory-memory-units box.

In contrast, the data summary approach
starts with only a loose set of hypotheses
about the nature of the factors, based on
observed consistencies in task performance,
and proposes abilities to account for the
consistencies. The nature of the ability is
then refined by factor analysis. The goal is
to select tests such that each underlying
factor is represented.

Perhaps the foremost exponent of such
task taxonomies is Fleishman, who did a
great deal of research to identify major
performance factors, generate a taxonomy,
and to create a set of rating scales to assess
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each element in the taxonomy. Theologus
and colleagues (122,123) used factor
analyses to derive 37 basic human abilities
ranging from verbal comprehension to
control precision. This number was later
expanded to 52 abilities and was published
as the manual for ability requirement
scales (124,125).

Both the real-factor and data-summary
approaches have advantages and disadvan-
tages. First, a pure data-summary approach
is not feasible because there must be some
preconceptions in order to know what tests
to include. Second, the data-summary
approach depends heavily on the choice of
tests; it is possible to omit entire perfor-
mance areas by failing to include the proper
tests. Third, the real-factor approach
depends heavily on the investigator's wis-
dom in including all the relevant dimen-
sions. Also, both approaches suffer from the
indeterminacy of factor solutions: the final
set of factors depends partly on the method
of extracting them and partly on the adjust-
ments that are made in the calculations,
called rotations. Guilford (120) suggested
that, when all else fails, one should "rotate
to psychological meaning."

Despite these disadvantages, the factor-
analysis approach is useful in that it avoids
the subjectivity of trying to predict real-life
performance from experimental effects.
First, one develops a set of tests to cover
the entire spectrum of relevant abilities.
Then the tests are related to underlying
ability factors by factor analysis-using the
coefficients to derive scores on these factors
from the test scores. Thus, the effects of
stressors on the basic underlying abilities
can be determined. If criterion scores from
real-life performance can be included, then
one can also determine the relevance of
experimental effects to real life.

General kfornation Prcesing
The literature is increasingly littered with
references to information-processing mod-
els and tests, as if there were a single, well-
defined theory. In fact, there is a large and
varied collection of ideas and subtheories,
many of which are mutually contradictory.
The term information processing seems to
be used more as an aid to respectability, or
simply because it is fashionable. However,
there are two submodels that have been
well developed, have substantial empirical
backing, and have widespread support
among experimental psychologists, although
it is also widely accepted that neither
provides a complete account of all aspects
of human information processing-the

multiple resource/resource strategy model
and the processing-stage model.

Multiple Resource and
Resource Strategy Models
It has long been known that attentional
capacity is limited; even the ancient Greeks
debated whether it was possible to pay
attention to more than one thing at once
(126,127). Since it is widely accepted that
this is not possible, that performance is
impaired when more than one task is per-
formed at the same time, a mechanism to
allocate the limited attention to competing
demands must exist. At first, it was thought
that humans had a single, undifferentiated
reservoir of resources from which allocations
are made to the various tasks, either by
intermittent time sharing or by simultane-
ous apportioning. Thus, when all resources
are being used, increased demand from one
task can only be met by withdrawing
resources from another, causing a decrement
in performance of that task. This concept
was first proposed by Broadbent (128) and
was developed during the late 1960s and
early 1 970s by Moray (129), Kahneman
(130), Norman and Bobrow (131), and
Navon and Gopher (132).

However, the idea of a single pool of
attentional resources proved too simple
and could not account for some experi-
mental findings; Wickens (133) pointed
out several. First, some tasks can be time
shared with little or no impairment in
either (134-139). For example, skilled
pianists can time share sight-reading music
with verbal shadowing with no decrement
in either task; skilled typists can similarly
time share transcribing written material
with verbal shadowing (134).

Second, some combinations of tasks
show difficulty insensitivity (140), in
which increasing the difficulty of one task,
which should increase its resource alloca-
tion, does not interfere with a second task
(141-144). For example, three different
levels of difficulty of a discrete digit-pro-
cessing task interfered with an additional
digit cancellation task, but did not affect
simultaneous tracking performance (142).

Third, there is a structural alteration
effect in which a change in the structure of
one of two simultaneous tasks, such as in
input or output modality, causes a change
in interference between the two tasks,
although the difficulty of both tasks remains
unchanged (134,139,140,145-153).

Fourth, there is an "uncoupling of
difficulty" effect where, when two tasks
are paired with a third task, the more

difficult of the first two tasks actually inter-
feres less with the third task than with the
easier one (138,140).

These problems may be explained, e.g.,
by automatization or by assuming addi-
tional structures (130), but this is unsatis-
factory in that every result could be
accounted for by assuming a new structure.
There are two better alternatives: a) assume
that there is not one resource pool but
several independent ones (the multiple
resource model); b) assume that processing
changes as a result of practice (the resource
strategy model).

The multiple resource model (132,140,
141,150,154,155) proposes that, instead
of a single pool of resources, there are sev-
eral independent pools. If two tasks draw
heavily on the same pool, they will inter-
fere with one another; if the tasks draw on
separate pools, they will not mutually
interfere. Thus, two tasks will interfere
with one another to the extent that they
share the same resource pools.

The model postulates that resource
pools lie along three dimensions, which
were drawn together by Wickens (140).
The first is processing stages (encoding,
central processing, and responding).
Several studies have shown that tasks that
rely primarily on perceptual processing can
efficiently be time-shared with tasks that
are primarily loaded on responses (138). In
contrast, two perceptual or two response-
loaded tasks interfere with one another
(135). Also, difficulty insensitivity is often
shown when the two tasks seem to involve
different processing stages (141,143,144).

The second dimension of resource
pools is hemispheres of processing (spatial
and verbal). Kinsbourne and Hicks (154)
showed that interference is greater when a
verbal task was combined with a second
task in which the right hand (correspond-
ing to the left, verbal hemisphere) was
used, compared with the left hand (right,
spatial hemisphere). Brooks (156) showed
that hemispheric specificity could occur
with only one task-a task involving spa-
tial working memory could be performed
better in combination with a verbal
response, and a task involving verbal mem-
ory could be performed better with a spa-
tial response. Also, reaction time is slowed
when the hemisphere used to process the
stimulus is the same as that controlling the
response (151,157,158).

The third resources pool dimension is
modalities of processing (visual and audi-
tory). This is more difficult to establish
because the experimental results conflict
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somewhat. Some suggest that cross-modu-
lating two tasks is advantageous (135,145,
146,159,160) whereas others claim it is
not (161,162).
A fourth dimension of manual versus

vocal responding has been suggested, but
has not been fully separated from the
spatial versus verbal dimension. An inter-
esting point about multiple resource theory
(MRT) is that both encoding and central
processing draw on the same resource pool,
whereas the processing stage theory consid-
ers them as separate stages.

The multiple resource model is not
without difficulties; it is limited and it is
easy to conceive of resource pools that are
not included in the model, e.g., tactile or
kinaesthetic modalities. It is possible that
some stressors have only minor effects on
visual and auditory modalities and might
pass unnoticed. The same problem arises
when interpreting test results; an effect of a
stressor appears to the extent that the tests
cover all the resource pools.
MRT is still somewhat controversial.

Some people hold that there is a central,
undifferentiated resource pool with several
independent pools (163); others believe
that the danger of proliferating pools is too
great and that the concept has little or no
practical use; yet other people have ques-
tioned the notion of completely indepen-
dent pools. Intuitively, it is difficult to
conceive that, for example, divisions of
visual attention to spatial and verbal infor-
mation operate simultaneously but inde-
pendently of each other. Also, in some
cases, performance on two tasks performed
together is better than on each task per-
formed separately (164-167).

These problems led to some investiga-
tors rejecting the notion of a volume of
resources in favor of a resource strategy
theory, which emphasizes qualitative strate-
gic shifts in performance; performance
undergoes fundamental changes as a func-
tion of practice (168), processing priorities,
or information load (167,169). In this
model, resource is a vague concept refer-
ring to almost any processing capability,
energetic as well as structural (170).
Resources are "acquired information about
the structure of particular tasks and about
the external world which are used by the
subject in order to actively control their
momentary perceptual selectivity and their
choice of responses" (167).

Thus, the resource strategy model
emphasizes active, top-down control.
Furthermore, the locus of control within
the human system can vary from time to

time during a task depending on the task
demands and the systems' idiosyncratic
characteristics (167,171,172). The strategy
model is quite popular, but the framework
is almost without predictive power owing
to a lack of assumptions. Any result can be
made to fit the model simply as another
qualitative change (173).

Processing Stage Models
The central assumption of the processing-
stage model of performance is that a number
of mental operations, or processing stages,
occur between stimulus and response. A
stimulus possesses potential information, and
its presentation initiates a sequence of mental
operations in which each stage operates on
the information it receives and makes the
transformed information available to the
next stage. These operations take time,
which can be measured.

The first experimental studies of infor-
mation processing stages in reaction time
(RT) are attributed to the Dutch ophthal-
mologist F.C. Donders (174) who, citing
Johannes Muller's pronouncement of
some 25 years earlier that nerve conduc-
tion time was infinitely short and could
not be measured, pointed out that, by
1850, the German scientist Helmholtz was
doing exactly that in frogs and, subse-
quently, in humans.

Helmholtz found that the muscle con-
traction in the thumb took longer when
the nerves were stimulated at the elbow
than when they were stimulated at the
wrist; by subtraction, he estimated human
nerve conduction velocity at 100 ft/sec.
This was surprisingly accurate given the
technology of the time, the speed, and the
short distance over which it was mea-
sured. Helmholtz carried out a similar
study of voluntary responses-subjects'
moving their hands in response to stimu-
lation of the skin at different distances
from the brain.

Donders was also influenced by the
work of the French astronomer Hirsch,
who found that responses (moving a hand)
were slowest to visual stimuli, faster to
auditory stimuli, and fastest to tactile stim-
uli. Donders replicated this work and
found that RT took 1/5 second to visual
stimuli, 1/6 second to auditory stimuli,
and 1/7 second to tactile stimuli. However,
neither Donders nor Hirsch took stimulus
intensity into account. Now it is well
known that RTs decrease as stimulus
intensity increases, partly because nerve
conduction speed across synapses increases
with stimulus intensity.

Given Helmholtz's measures of nerve
conduction speed and Hirsch and Donders'
absolute RTs, Donders reasoned that nerve
conduction time could only account for a
small part of the total RT and devised sev-
eral experimental paradigms to measure the
duration of the mental processes involved.
In one set of paradigms, Donders stimulated
subjects' feet and asked them to respond by
moving the hand on the same side, showed
red or white lights and asked subjects to
respond by moving their hands, or pre-
sented two letters of the alphabet and asked
subjects to pronounce the name of the let-
ter. RT was measured under two condi-
tions. In the first, the subjects knew which
stimulus was to be presented (simple RT);
in the second, they did not (choice RT).
Thus, in choice RT, the subjects had to per-
form two additional mental operations:
identify which stimulus had been presented
and select the appropriate response. Donders
found that choice RT for foot stimulation
was longer than simple RT by 67 msec; he
attributed this to "the time required for
deciding which side had been stimulated and
for establishing the action of the will on the
right or left side." Choice RT with red and
white lights was longer than simple RT by
154 msec and, with letters, by 166 msec.

Donders devised another series of
experiments to isolate stimulus recognition
and response selection stages. To measure
recognition time, he measured RT under
two conditions: first, subjects had to push
a button when they saw a light (no recog-
nition); second, the light could be one of
two colors and subjects had to respond
only to one (recognition needed). To mea-
sure response selection, he again measured
RT under two conditions: first, subjects
were presented with either of two signals
but had to respond only to one (no
response selection); second, subjects had to
respond differentially to both stimuli
(response selection needed).

Thus, by subtraction, Donders hoped
to measure the duration of these processing
stages. His idea was good but wrong. He
did not realize that stages cannot be
inserted or removed without changing the
nature of the task. For example, there is a
sense in which subjects can be said always
to have to select a response-whether to
respond or not-even in simple RT. Thus,
it cannot be said that a response selection
stage was present in one condition but not
in another. At the turn of the century,
Donders' subtractive method was further
criticized on the basis of introspective
reports that stages cannot be added without
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affecting the time to complete other
stages. Donders' method was then forgot-
ten until the 1960s, when it was revived
by Sternberg (175-179).

Sternberg (175-179) accepted that
stages could not be inserted or removed
without affecting the nature of the task;
instead, he proposed that the amount or
difficulty of processing at each stage could
be manipulated by using an additive fac-
tors method. Sternberg's studies were
largely concerned with memory search, but
additive factor principles can be applied to
any task.

First, the experimenter decides what
stages might be present in a task and then
chooses independent variables that are
expected to affect particular stages. If the
variables have additive effects, then they
are inferred to affect separate stages; if the
variables interact, then they are inferred to
affect at least one common stage. For exam-
ple, stimulus intensity might be expected to
affect detection, whereas response compati-
bility (e.g., dominant or nondominant
hand) might be expected to affect response
selection in an RT task. Logically, the
difficulty of the response should not affect
the ability to detect a stimulus, and the
ease of detecting a stimulus should not
affect the response.

If this is true, then plotting RT as a
function of stimulus intensity should give
parallel curves. If it is untrue-if stimulus
intensity affects not only the time to detect
a stimulus, but also the time to select a
response, e.g., if it speeds up both-then
the two variables will interact and the two
curves will not be parallel.

Thus, the loci of effect of stressors may
be found by searching for interactions
between the stressor and variables chosen to
affect particular stages. Of course, it should
first be determined that the chosen variables
do not themselves interact. For example,
Wetherell (unpublished data) showed that
atropine impaired the perception and deci-
sion stages in reaction-time performance,
whereas diazepam impaired the decision
and response stages.

It is important to remember that "the
additive factors method cannot distinguish
processes but only processing stages"
(178). As with all models, the additive fac-
tor model has been criticized. There are
several research findings, e.g., serial posi-
tion effects, that cannot be reconciled with
the theoretical basis of additive factors
(180,181), and the performance profile
could be due to other causes, e.g., stimulus
range effects (182). It is logically possible

for two variables to affect the same stage
and yet show additive effects; interactions
could be masked if the two variables affect
the stage in opposite ways, and two or
more processes could proceed in parallel,
e.g., response selection and stimulus
identification. Also, patterns of interac-
tions are not always sufficient for estimat-
ing the number of stages, and uncritical
use of the model could give misleading
conclusions about the loci of effects (183).
However, there can be no argument that if
several factors independently affect
performance on a task and a drug inter-
acts with one of them and not the others,
the drug affects that aspect of task perfor-
mance and not the others, whatever that
aspect might be called and whatever the
task's theoretical basis.

The additive factor and resource strat-
egy models are not compatible (167,172)
because the latter holds that changes in
task demands alter the architecture of pro-
cessing sequences. However, the additive
factor model is compatible with the
resource volume model (173) since the
energetical supply to the stages can be con-
sidered as resources and attentional aspects
can be incorporated. Thus, it should be
possible to discover which stages are
affected by energetic variables, and the
effects of cognitive states such as knowl-
edge of results and time pressure could be
studied. The additive factor model, there-
fore, may be useful in identifying not only
processing stages, but also the effects of
resource allocation. However, Gopher and
Sanders (173) argue against combining the
two models because they have different
methodologies and applications.

Psychometrics
Any psychological test should be valid, reli-
able, and sensitive, i.e., it should measure
what it purports to measure, do so consis-
tently, and be capable of detecting changes
in what it measures. These principles are
commonly applied in many areas of psy-
chology such as personality, intelligence,
and clinical and occupational testing but
are rarely applied to performance assess-
ment and hardly at all to the assessment of
drugs on performance (3,4,184).

Parrott (185) analyzed a sample of 38
papers from 16 journals covering 115 tests
and all the major drug types over the
period from 1972 to 1988. He took only
one study from each laboratory, since any
given research group tends to use the same
set of tests. He found that none of the
papers documented either reliability or

validity, although nine mentioned that
validity had not been established, and one
mentioned that reliability should be inves-
tigated. Very few tests were used by more
than one laboratory, although this was
difficult to assess since test descriptions
were usually very brief.

The advent of personal computers is at
least partly to blame. It is true that com-
puters have improved measurement accu-
racy and formalization of procedures, but
their very versatility seems to have seduced
psychologists into producing an ever
increasing number of performance tests,
many of which appear to be more demon-
strations of elegant programming and
beautiful graphics than serious attempts to
measure performance. It is almost a case of
if it can be done, it has been, or will be,
done. "If a thing exists it exists in some
amount. If it exists in some amount it can
be measured" (186).

Discussions of psychometrics have been
given by Guilford (120), Cronbach (186),
Kelly (187), Anastasi (188), Kline (189),
Jones and Appelbaum (190) and, with par-
ticular reference to psychopharmacology,
Parrot (185,191,192); only brief comments
on reliability, validity, learning, and test
standardization are necessary here. First,
however, a brief description of measure-
ment is appropriate.

Measurement
The basis of psychological measurement is
the assigning of numerical values to behav-
ioral events such that differences in
behavior or performance are represented by
differences in test scores. This implies an
underlying logic, or set of rules, that gov-
erns the relationship between numbers and
events, and the kinds of statistical treat-
ment of test scores that are permissible
depend on this logic. Detailed accounts of
measurement scales are given by Stevens
(193) and Siegel (194), but some com-
ments are appropriate here.

Broadly, there are four different ways of
quantifying a variable, or four different
types of scale or measurement strengths,
that can be used. The first is simple catego-
rizing of subjects or responses into classes,
e.g., hits and misses, passes or fails. This is
known as nominal measurement, and the
data are not in the form of scores but in
the form of frequencies in different classes.
An example of nominal measurement is
classifying subjects as neurotic or normal,
extraverted or introverted.

The second form of measurement,
stronger than categorization, is ordinal, in
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which the subjects or responses are placed
in rank order with respect to the variable
concerned. For example, shots at a target
can be ranked according to their distance
from it, or subjects can be ranked accord-
ing to the number of test items they answer
correctly. Runners in a race are ranked
according to their finishing order. Thus,
ordinal measurement can show whether
one score or subject is better or greater
than another, but it does not say by how
much because the magnitude of the differ-
ences between scores is not constant.
Intelligence test scores are often ordinal: an
individual with an IQ of 150 is not neces-
sarily twice as bright as one with an IQ of
75; the difference between an IQ of 90
and one of 100 is not necessarily the same
as the difference between an IQ of 100
and one of 1 10.

The third and next stronger form of
measurement is interval in which the dif-
ferences between measurement units are
constant, e.g., temperature is measured on
an interval scale. The fourth and strongest
form of measurement is ratio, which is an
interval scale with a true zero point, e.g.,
length, response time (even though it is not
possible for a subject to respond in zero
time, the scale does have a zero point).

The different measurement scales
require different mathematical and statisti-
cal treatments. Briefly, arithmetic means,
standard deviations, and parametric tests of
statistical inference such as Student's t-test
and analysis of variance require ratio or at
least interval measurement. They also
require that the data be continuous and nor-
mally distributed. Ordinal and nominal data
require medians, modes, ranges, and non-
parametric statistical tests (194). Nonpara-
metric tests can also be used with interval or
ratio measurements, but they are generally
less powerful.

Reliability
Given that the purpose of any psychological
test is to discriminate between subjects or
scores, it is most important that the test
does so consistently, i.e., that it is reliable.
When a group of subjects takes a test, the
resulting distribution of scores will be a
function of stable differences between them
or between stressors and other differences
owing to a wide range of other factors, col-
lectively called error variance.

Thorndike (195) listed several possible
sources ofvariation in performance on a test:
* Lasting and general characteristics of

the individual
- General skills (e.g., reading)

- General ability to comprehend
instructions, testwiseness, techniques
of taking tests

- Ability to solve problems of the gen-
eral type presented in the test

- Attitudes, emotional reactions, or
habits generally operating in situa-
tions like the test situation (e.g.,
self-confidence)

* Lasting and specific characteristics of
the individual
- Knowledge and skills required by

particular problems in the test
- Attitudes, emotional reactions, or

habits related to particular test
stimuli

* Temporary and general characteristics
of the individual (systematically affect-
ing performance on various tests at a
particular time)
- Health, fatigue, and emotional strain
- Motivation and rapport with exper-

imenter
- Effects of heat, light, ventilation, etc.
- Level of practice on skills required

by tests of this type
- Present attitudes, emotional reac-

tions, or strength of habits.
* Temporary and specific characteristics

of the individual
- Changes in fatigue or motivation in

this test (e.g., discouragement
resulting from failure on a particular
problem

- Fluctuations in attention, coordina-
tion or standards ofjudgment

- Fluctuations in memory for particu-
lar facts

- Level of practice on skills or knowl-
edge required by this particular test
(e.g., effects of special coaching)

- Temporary emotional states,
strengths of habits, etc.

- Luck.
Reliability can be measured in several

ways: a) test-retest reliability (or coefficient
of stability) measures variation with time
or test sessions; b) internal reliability mea-
sures content variance (variation between
items in the test), often as split-half relia-
bility or coefficient of equivalence; c) alter-
nate form reliability measures further
aspects of content variance and also imper-
fect matching of different forms of the test;
d) interrater reliability measures variation
in scoring techniques; and e) interpresenter
reliability measures variation in ways of
presenting the test.

Reliability is important not only for
the stability of tests, but also for repeated-
measure designs in which stable test-retest

correlation and stable variance are techni-
cal requirements of analysis of variance.
All measures of reliability are affected by
other sources of error variance, including
subject motivation, distraction, fatigue,
and learning.

One might think that high reliability is
a disadvantage in tests designed to detect
changes in a subject's performance with
and without stressors. However, this would
confuse reliability and sensitivity. Ideally,
tests should have high test-retest reliability,
indicating that they are stable under con-
stant conditions, together with high inter-
nal reliability, but they should reflect the
effects of stressors to which it is intended
to be sensitive.

By way of illustration, Bittner et al.
(45) collected test-retest reliability data on
140 performance tests, and some examples
are given in Table 1.

Validity
A test is valid if it measures what it claims
to measure: "For so it is oh Lord my God,
I measure it, but what it is that I measure I
do not know" [St Augustine]. This sounds
obvious, but it is not always easy to
achieve. Validity has to do not only with
the test itself, but also with how it is used:
a test may be valid for one purpose and
invalid for another. Validity is a complex
subject; it is normally classified into three
main types: content, criterion (concurrent
and predictive), and construct validity. A
fourth type, face validity, is also usually

Table 1. Test-retest reliability coefficients normalized
for a 3-min period.'

Test

Stroop: time to name color words
Logical reasoning time
Arithmetic vertical addition
Letter search
Aiming: hand-eye coordination
Code substitution
Perceptual speed: number comparison
Four-choice reaction time
Sternberg item recognition (set 4)
Manikin test: mental rotation
Minnesota manual dexterity: turning
Air combat maneuvering: Atari simulation
Letter classification memory: LTM name
retrieval

Target tracking accuracy: two-dimensional
Memory: free recall
Stroop: color/word naming difference
Choice reaction time: information slope
Navigational plotting accuracy
Sternberg item recognition: information
slope

Data from Bittner et al. (45).

Reliability
coefficient

+0.97
+0.93
+0.90
+0.87
+0.87
+0.84
+0.84
+0.80
+0.80
+0.79
+0.64
+0.63
+0.55

+0.52
+0.52
+0.47
+0.41
+0.40
+0.11
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considered, although strictly it is only con-
cerned with what a test appears to measure
and not with what it does actually measure.

Content Validity
Content validity reflects the extent to
which a test adequately covers a particular
area of interest. It is straightforward in nar-
row, well-defined areas, e.g., weapon aim-
ing, missile tracking, but becomes more
difficult as the areas become broader, e.g.,
general military skills. Some investigators
have chosen to use only one test whereas
most have used batteries of tests, but in
both cases the problem lies in deciding
which psychological functions to include.

With regard to batteries of tests,
Wesnes et al. (196) suggested four psy-
chological functions that should be cov-
ered: attention, selecting information from
the environment; cognition, processing this
information; memory, storing the informa-
tion; and response, physical coordination
in responding to the information. Hockey
and Hamilton (197) suggested five func-
tions: alertness; selectivity; speed; accuracy;
and short-term memory. Cull and Trimble
(184) also proposed five: attention and
sensory processing; mental speed; central
cognitive processing; memory; and percep-
tual-motor performance. Parrott (198)
proposed six psychological functions: sen-
sory reception and attention; arousal and
alertness; simple information processing;
complex information processing and cogni-
tion; memory storage; and simple psy-
chomotor performance.

Holding (199) proposed four percep-
tual-motor groupings: simple perceptual,
e.g., vigilance; simple motor, e.g., tap-
ping; complex perceptual, e.g., air traffic
control; and complex motor, e.g., aircraft
piloting, and suggested that verbal-intel-
lectual skills required further tests. Other
taxonomies have been proposed (2,4,124),
but, while they agree generally, they dis-
agree in some particulars. For example,
Hindmarch (4) listed digit symbol substi-
tution as a sensory task whereas Parrott
(198) used it as an information-process-
ing task; Cull and Trimble (2) called it a
psychomotor task.

Bittner et al. (45) carried out one of the
most exhaustive psychometric assessments
of performance tests for use in their perfor-
mance evaluation tests for environmental
research (PETER) battery. They selected
45 tests from a literature survey of 145
tests, assessed the tests' reliability (see Table
1), used factor analysis to identify similar
test subsets, and used reliability-efficiency

data to select the most sensitive test ver-
sions. The PETER battery consisted of five
tests: logical reasoning (left hemisphere cog-
nitive); pattern comparison (right hemi-
sphere cognitive); code substitution
(memory/perceptual); aiming (fine sensory-
motor control); and spoke control (gross
psychomotor). However, despite the psy-
chometric care taken in its design, the
PETER battery has several omissions (e.g.,
attention and vigilance, memory, arousal,
simple and complex psychomotor skill),
and sensitivity to stressors such as fatigue
and drugs was not considered.

With regard to using only one test,
Wood et al. (200) used a tracking task to
assess motion sickness preventatives for
astronauts, found no effect, and concluded
that "these drugs should produce no
significant performance decrement in an
operational situation." This is clearly inad-
equate. but sometimes using only one test
can be justified. For example, Hindmarch
and Clyde (42) suggested that discrete
choice reaction time could provide an
index of overall sensory-motor integrity.
Hockey and Hamilton (197) described
several studies that used the Wilkinson
continuous choice reaction time test, and
suggested that different stressors produced
different patterns of effects. The additive
factors paradigm offers perhaps the best
rationale for using a single test since it has
been shown to differentiate the loci of
action of stressors.

Criterion Validity
Criterion validity reflects the extent to
which the test correlates with some crite-
rion of real-life performance. Criterion
validity is called concurrent validity if both
test and criterion performance are measured
at the same time and predictive validity if
criterion performance is measured after test
performance, i.e., the extent to which the
test predicts real-life performance.

The measurement of criterion validity
sounds easy but entails several problems.
First, a suitable real-life activity has to be
selected and justified to the sponsor (the
infantry might not accept the investigator's
choice of artillery operations).

Second, a reliable and objective perfor-
mance criterion must be chosen. Some-
times this is easy: artillery operations
consist of objectively measurable skills such
as siting, loading, and firing the weapon,
defined performance metrics (usually speed
and accuracy), and objective performance
criteria (to hit the target with the correct
munition at the correct time).

Sometimes choosing reliable and
objective performance criteria is difficult-
helicopter piloting is objectively measur-
able-but which criterion should be
chosen-the ability to maintain steady
flight, or hover, correcting for wind gusts?
Flying a helicopter is rarely an end unto
itself, rather, it is a means to an end. If the
end is to arrive at a destination, then map
reading and route finding are important as
is the ability to land the machine safely,
e.g., using a ground-controlled radar
approach. If the end is to observe enemy
activity (as in artillery spotting) or to hit a
target, then the pilot is only a chauffeur,
and the observer's vigilance or the missile
operator's tracking are the criteria.

Sometimes choosing performance crite-
ria is almost impossible. A brigade com-
mander has a very demanding job;
mistakes can kill not only him, but also
thousands of others. The military is, there-
fore, very interested in his performance.
Unfortunately, there is no defined perfor-
mance metric-most brigade commanders
appear quite inactive most of the time, but
this is not to say that they are doing noth-
ing. The only performance criterion is
whether he wins or loses the battle, but even
this is not easy to tell: is it in terms of lives
or equipment lost, or objectives gained
despite losses? What if he only partially
gains his objective?

Despite these problems, several valida-
tions of laboratory or simulator tests in
terms of real-life performance have been
made. For example, Henry et al. (201)
validated multidimensional pursuit and
complex coordination tasks against perfor-
mance on an aircraft simulator. Billings et
al. (202) found that secobarbital impaired
the tracking accuracy and airspeed control
of pilots in light aircrafts and in simulators
and had found earlier that the same flying
tasks were impaired by alcohol (203).
Seashore and Ivy (204) found that stimu-
lant drugs (to combat sleepiness) improved
performance on a range of laboratory tests,
including choice reaction time, critical
flicker fusion, and target tracking, and on
real military tasks, including tank driving,
truck driving at night, and prolonged
guard duty. However, Seashore and Ivy
(204) found several differences between
their laboratory and real tasks; and Billings
et al. (202) also found several differences
between the simulator and the real aircraft
and warned against direct extrapolation.

The most widely studied criterion valid-
ity problem involves driving. Hansteen et
al. (205) found that cannabis and alcohol
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impaired laboratory target tracking and
subjectively assessed steering accuracy in a
real car. De Gier et al. (206) found that
diazepam impaired performance on a labo-
ratory attention task and on subjectively
assessed real-life driving.

Linnoila and co-workers (74,86,89,90,
95,207-209) are perhaps the foremost
proponents of this method. Their concur-
rent pursuit tracking and choice-reaction
time tasks are based on previous evidence
(210) that these measures are correlated
with the accident records of 100 Helsinki
bus and tram drivers. However, the validity
of Linnoila's methods has been questioned,
since they apply only to a parochial sample
(114) driving under time pressure and
often adverse conditions (113).

Although these finding seem to indicate
that laboratory tasks do have criterion
validity, all that has actually been found is
that some drugs affect some aspects of both
laboratory and real-life performance. In
some cases these are obviously related, e.g.,
laboratory tracking and steering accuracy,
although most authors did not report any
correlations. In other cases the relationship
appeared only coincidental, e.g., false
alarms on an attention test (206), and
other aspects of the tasks were affected dif-
ferently. Generally, laboratory tests are
considered poor predictors of car driving
ability (72,112-114).

Thus, it is difficult to assess the crite-
rion validity of a laboratory test in a single
study, but it may be possible to do so over
several studies by meta-analysis. For exam-
ple, several studies have shown that
diazepam impairs driving ability in real
cars. O'Hanlon et al. (211) found that it
impaired lateral positioning, de Gier et al.
(206) found that it had similar effects
assessed subjectively, and Wetherell (117)
found that it affected confidence, skill, and
willingness to act when judging whether it
was possible to drive through narrow gaps.
Similarly, several authors have found that
diazepam impairs laboratory tasks. In con-
trast, clobazam generally appears to have
no effect on either laboratory tasks
(36,212) or real driving (213,214).

However, finding that a laboratory test
and a measure (however obtained) of real-
life performance are both affected by a
drug does not mean that the laboratory test
has criterion validity. The driving tests
used might be able to measure, for exam-
ple, the tranquilizing effects of diazepam,
but that does not validate the tests as mea-
sures of driving or as measures of tranquil-
ization; it simply validates them as a

measure of the presence of a drug. Sensi-
tivity to a stressor is a necessary condition,
but it is not sufficient by itself.

ConstuctVafidity
Construct validity refers to how well the
test reflects an accepted model and fits with
other supporting evidence. Theories and
models of human performance have
already been discussed, but some further
comments are appropriate here, in line
with the examples from psychopharmacol-
ogy used to illustrate other aspects of valid-
ity. Psychopharmacologists tend to base
their methods on taxonomies or two
groups of models.

Regarding taxonomies, several have been
proposed: mental versus physical, cognitive
versus noncognitive, perceptual versus
motor, simple versus complex, skilled versus
habitual, and open versus closed (199).
Some are listed above (Content Validity),
and Parrott (192) proposed another taxon-
omy, perhaps more appropriate for psy-
chopharmacologists: a) stimulus reception
(acuity, sensation, perception); b) atten-
tion [detection of targets in a matrix of
rapidly presented repetitive stimuli, e.g.,
letter cancellation; rapid information
processing (49)]; c) vigilance [detection of
uncertain and infrequent stimuli over a
prolonged period, e.g., auditory vigilance;
Mackworth clock test (215)]; d) simple
information processing (code substitution,
symbol coding, arithmetic, Stroop name
identification and color identification);
e) complex information processing
(thinking and, logical reasoning, mental
rotation, concept identification, creativity,
judgement); f) cognitive attention, distin-
guishing cognitively confusing stimuli,
e.g., Stroop color-word difference (61);
g) memory [digit span, recognition, recall,
consolidation, retrieval, Sternberg test
(216)]; h) simple psychomotor skill [tap-
ping, aiming, simple reaction time, choice
reaction time, continuous reaction time
(217), unidimensional target tracking,
steadiness, balance]; i) complex psychomo-
tor skill (manual dexterity, two dimen-
sional coordination, multidimensional
tracking, complex choice reaction time,
piloting, complex simulator perfor-
mance); and j)-psychophysical, physio-
logical and subjective measures [often
included in performance test batteries
(218) to indicate alertness and arousal]-
critical flicker fusion and saccade velocity,
heart rate, evoked cortical potentials
(often used to assess workload), feeling
state questionnaires.

Regarding models, the two main
groups are those derived from Donders
(174) and Sternberg (177) and those
derived from Broadbent (128). Donders'
and Sternberg's models are discussed in
detail below; the Broadbent model was
originally conceived to explain selective
attention effects but has been developed by
Broadbent himself (219,220) and by sev-
eral psychopharmacologists for their own
purposes [e.g., (4,196,209,221)].

Face Validity
A test has face validity if it looks like what
it is supposed to measure (e.g., a tracking
test, especially if controlled by a steering
wheel, is a face valid measure of car driving
ability); if the tracking is in two dimen-
sions and is controlled by a joystick, then it
could be a face valid measure of flying an
aircraft. Mackworth's clock test of vigilance
(215) was designed to measure radar scan-
ning ability; it looked like the real task and
was, therefore, face valid.

Face validity is the least important
validity test in one sense, but perhaps the
most important in another. It is least
important because it is only a trivial aspect
of the test (189); it is not even a validity in
the technical sense because it refers not to
what the test actually measures, but to
what it appears, superficially, to measure
(188). It is perhaps the most important
because subjects, sponsors, and fundhold-
ers can accept and relate to it better.

Laboratory tests, discussed above, can
be fairly easily constructed with face valid-
ity (e.g., tracking tests can be made to look
like driving or guided missile control tasks;
vigilance tests can be made to look like
production-line quality control inspection
tasks; aiming tests can be made to look like
weapon-aiming tasks. However, there are
problems: face validity is sometimes only in
the eye of the beholder and it does not
guarantee criterion validity.

For example, the military considers
marksmanship to be of great importance,
and it is easy to construct a test that looks
good to a military sponsor. But lining up
symbols on a computer screen does not
mean that the subject will perform the
same when required to aim and fire his
weapon in the noise and danger of battle,
or even in practice on a shooting range.
There is also a deeper problem. Marksman-
ship might have been important long ago
when muskets were cumbersome, inaccu-
rate, and slow to reload, but it is less impor-
tant nowadays with automatic, rapid-firing
small arms. It could be argued that a
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personal weapon is really to improve the
owner's morale and confidence, and when
used in anger, for distracting the enemy or
keeping his head down. If you really want
to kill the enemy, then you call up some-
thing more efficient like artillery or aircraft.
Thus, marksmanship might not be the
issue: speed of reloading, or disassembling,
cleaning and reassembling the weapon are
more important.

Obviously, the more a test looks like
the real thing, the more face validity it has.
Laboratory tracking tests can be controlled
by steering wheels and foot pedals, and
their displays can portray roads and other
vehicles. More sophisticated details can be
added until what was a laboratory test
might be better called a simulator. Simu-
lators have a great deal of face validity; they
are often used for training, but some, par-
ticularly driving simulators, have been
widely used to measure performance.

Several drugs have been shown to impair
performance on driving simulators, includ-
ing alcohol either alone (222-225) or com-
bined with other drugs such as cannabis
(226,227); amitryptiline (228,229);
cyclizine (230); chlorpromazine and thiori-
dazine (231); 0-adrenergic blockers (232);
meclastine, cyproheptadine, and pheni-
ramine (Landauer and Milner, unpub-
lished data); diazepam and haloperidol
(93); and diazepam (92). Other drugs
include cannabis alone (233); anesthetics
(234,235); medazepam (236); meproba-
mate (237); meprobamate, phenobarbi-
tone and chlordiazepoxide (238); diazepam
and secobarbital (115); and cigarette smok-
ing (239). Some idea of what these authors
thought of the criterion validity of their sim-
ulators may be seen from the titles of their
papers: some say "effects of... on driving",
but most say "effects of... on a skill resem-
bling driving", or "on a driving simulator".

Klonoff (240) found that cannabis
impaired driving both on a closed course
and in the streets of Vancouver; while
driving a real vehicle has even more face
validity than a simulator, it is still no
guarantee of criterion validity. Most-real
vehicle studies have been carried out on a
private, closed course or on the highway.
Closed-course driving permits some
degree of experimental control but is
artificial. Highway driving is largely
uncontrollable and is often artificial since
the subject is aware that he is being stud-
ied, either by instrumentation or by
human observers. In both cases, the crite-
rion measures, i.e., those that are impor-
tant are still open to argument.

Several drugs have been shown to affect
closed-course, gymkhana-type driving tests.
Maneuvering tests are perhaps the most
widely used and can be impaired by
phenobarbitone, but not by chlordiazepox-
ide unless it was combined with alcohol
(241,242), amylobarbitone, trifluoperazine,
and haloperidol (243), lorazepam (214),
but not clobazam (214,244), imipramine
but not viloxazine (245) diazepam alone
(Wetherell, unpublished data) and with and
without alcohol (246), atropine (247), and
the anticholinesterase sarin (248).

Gap judging can be impaired by alcohol
(249), alcohol and chlordiazepoxide (243),
imipramine (245), sarin (248), diazepam
(117), and a nonpharmacological example,
concurrent performance of Baddeley's (1)
verbal reasoning task (250).

Car-following situations account for a
high proportion of total vehide involvement
in road traffic accidents [Sabey, unpublished
data; (251)] and have been studied in terms
of highway traffic flow (252), perceptual
cues used by the following driver Jansseu,
unpublished data), and elected headways
(following distances) in experimental situa-
tions (253) and on the highway (254).
However, very few on-the-road studies of
this important aspect of driver behavior
have been reported. Alcohol increases
mean headway in daytime but not at night
(224), but atropine (247) and diazepam
(Wetherell, unpublished data) both decrease
mean headway, especially when the driver is
preparing to overtake the other car.

Route finding and following have been
studied very little, but they do represent
the main reason why vehides are used-to
get from one place to another. Atropine
impairs drivers' ability to navigate from
memory of verbal directions (247); diaze-
pam impairs abilities to navigate from
memory of both verbal and graphic direc-
tions (A Wetherell, unpublished data).
Both drugs seem to affect storage rather
than retrieval.

Studying drug effects with real cars on
real highways can be fraught with safety
and legal problems, but some investiga-
tors have successfully managed it. Perhaps
the foremost proponent of this method is
De Gier et al. (206,255), who used
experienced driving instructors to rate sub-
jects' performances.

Standardization
Most psychological tests (e.g., personality,
intelligence, clinical, occupational) are rou-
tinely given in standardized versions, and
users would not dream of altering them for

fear that it would affect the tests' reliability
and validity. Performance tests may appear
to be standardized, since the same names
keep appearing in the literature (e.g., choice
reaction time, mathematical processing,
logical reasoning), but many of these tests
are the same in name only. Even a simple
reaction-time test can vary from laboratory
to laboratory in several ways, for example,
the size, contrast, color, and complexity of
the stimulus; the font of any alphanumeric
characters; whether the subject is warned;
the interval between the warning and the
stimulus (called the foreperiod); the time
allowed for a response before the next stim-
ulus is presented; the type of response
required (e.g., vocal, pressing or releasing a
key); the pressure required to operate the
key; the amount of travel; where the sub-
ject rests his fingers. Similar, or even
greater, variation can be seen in other tests,
and most tests are so poorly documented
that it is impossible to discover exactly
what the investigators did.

The reasons are at least 3-fold. One rea-
son is that there is no unified theory or
model of human performance. Another
reason is perhaps that there has been a long
and jealously preserved tradition for each
research group to devise its own tests,
which have proved useful for its own pur-
poses. The third reason tests are poorly
documented is the advent of personal com-
puters, which can seduce the psychologist
or programmer into adding or changing
features to make the program more
efficient, or simply to make the test look
better or more impressive. Before comput-
ers, many tests were given in paper and
pencil versions, which probably forced
more standardization, but even then, some
investigators would retype, reformat,
abbreviate, or expand stimulus sheets. One
major result of this lack of standardization
is the disagreement and sometimes contra-
diction of results between research groups.

Some tests have tended to be adopted
and used in at least reasonably well-
standardized versions. Examples include
the continuous, four-choice reaction time
test of Wilkinson and Houghton (256),
itself derived from Leonard's (217) five-
choice reaction time test; the rapid visual
information processing test (257,258),
derived from an earlier test of vigi-
lance; the "Leeds Psychomotor Tester"
(42); and Baddeley's grammatical reason-
ing test (1), which tends to be used in its
original format, although perhaps the
most extreme distortion of the original
has been chosen for inclusion in perhaps
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the most serious attempt at standardiza-
tion (see below).

One notable and successful attempt at
standardization is the STRES (standardized
tests for research into environmental stress)
battery (259-261). This was the product of
the NATO Advisory Group on Aerospace
Research and Development Working Group
12, which spent 2 years standardizing seven
commonly used performance tests.

Working Group 12 (259,260) did not
design new tests but selected existing ones
based on their track record. The criteria for
selection were evidence of reliability, valid-
ity, and sensitivity; a documented history
of application to the assessment of a range
of stressor effects; short duration (maxi-
mum 3 min); language independence;
sound basis in human performance theory;
and the ability to be implemented on easily
available computer systems.

The STRES battery comprises six indi-
vidual tests (reaction time, memory search,
mathematical processing, spatial processing,
grammatical reasoning, and unstable track-
ing) and one dual-task test (a combination
of memory search and unstable tracking).
Two of the tests (reaction time and mem-
ory search) are based on the information-
processing model and use additive factor
methods to differentiate processing stages;
the other five tests are more traditional tests
of higher mental function or psychomotor
skill, identified by factor analyses or based
on resource theory.

The standardization included specifi-
cation of the software, stimulus display,
response devices, testing environment,
training requirements, subject instructions,
and data collection and exchange formats.
Examples of the specifications for stimulus
display elements were that they should be
white on a dark background with a ratio of
stimulus to background of between 7:1
and 12:1. Alphanumeric characters should
subtend a vertical visual angle of 15 to 20
minutes of arc at a recommended viewing
distance of 0.6 m. Examples of specifi-
cations for the response keys were that
they should be nonlatching, push-to-make
switches with a travel of 3 mm and an
actuating force of 0.30 to 0.35 N.
Examples of the joystick specifications
were that it should have a 300 range of
movement left and right, the friction
should not exceed 50 g and it should be
constant over the range of travel, and
analogue-to-digital conversion should be
at no less than 8-bit resolution. Full
specifications are given in AGARDograph
308 (259,260).

Working Group 12 (259,260)
arranged for two organizations to coordi-
nate and manage databases: Laboratoire
d'Anthropologie Appliquee (LAA) in
Paris, for Europe and the Crew System
Ergonomics Information Analysis Center
(CSERIAC) at Wright-Patterson Air
Force Base, Ohio, for North America.
These organizations also act as clearing
houses for information on the STRES
battery (260).

The STRES battery is now being used
increasingly to study a wide range of stres-
sors, and the tests are described below as an
illustration of the design, construction, use,
and purpose of performance tests [full
specifications are given in AGARDograph
308 (259,260)].

Reacdon Tlime
The early background to RT tests is given
above. Since Donders' work, RT has
become perhaps the most widely used test
of performance, albeit in a wide variety of
forms. RT tests come in two types: sim-
ple, with one stimulus and one response,
and choice, with more than one stimulus
and response.

The test used in the STRES battery is
based on the Dutch TNO Taskomat
Battery (262) and is probably the most
highly developed RT test available. It
includes both simple and choice types and
also uses additive-factors methodology to
differentiate the information-processing
stages involved. Five stages have been
identified, and four variables have been
devised to affect them (Table 2).

The stimuli consist of the digits 2 to 5
formed from small diamonds and enclosed
in a rectangular frame also formed from
diamonds.

44,,,,,., :--v*+++* 4444.4.44 4.........................*

.* 4 * 4.- 4+ 4 4

.

* 44* 4 4 *444 **4 44* 4
.4v-*+44 --++4v++-9.-4.4 -4.

Table 2. Processing stages, with variables to affect
them in the STRES RT Test.

Stage Variable

Stimulus processing Stimulus quality
or encoding

Response selection Stimulus-response
compatibility

Motor programming Response complexity
Motor activation Time uncertainty
Response execution Response complexity

These stimuli can be presented either on
the left or on the right of the monitor
screen, and subjects respond by pressing
one of four keys, using the index and sec-
ond fingers of both hands-second finger
of left hand for digits 2 and 3 appearing on
the left, index finger of left hand for digits 4
and 5 appearing on the left, index finger of
right hand for digits 2 and 3 appearing on
the right, and second finger of right hand
for digits 4 and 5 appearing on the right.

Encoding can be affected by stimulus
quality, which can be degraded by moving
10 diamonds from the frame towards the
digit, for example,
0* ** **

*

*00
** *# - *

* 444

44 44

.4.--.-.

This preserves figure-ground contrast and
ratio.

Response choice is affected by stimu-
lus-response compatibility, which can be
made more difficult by swapping hands:
left hand for stimuli appearing on the right
and right hand for stimuli appearing on the
left. Motor programming (and response
execution) is affected by response complex-
ity. Instead of pressing a key once, the sub-
ject has to press three keys: first the normal
key, then the other key for the same hand,
and then the normal key again. Motor acti-
vation is affected by time uncertainty: stim-
uli are presented at irregular intervals.

Split-half reliabilities for the test range
from 0.81 to 0.92, depending on the block.
Split-half reliabilities for the difference
scores corresponding to the particular pro-
cessing stages range from 0.62 to 0.74. The
split-half reliability for response execution
time was 0.94 (259). The validity of the test
depends upon the validity of the additive
factor method, the rationale ofwhich is that
two variables are inferred to affect separate
processing stages if they have additive main
effects and to affect at least one common
stage if they have interactive effects. Thus,
to identify the loci of action of an unknown
variable such as a drug, the task variables
should not themselves interact, and this has
been shown to be true (259).

The test has shown nonspecific sensitiv-
ity to a variety of stressors such as fatigue,
sleep loss, aging, brain damage, vitamin
deficiency, and a range of drugs including
barbiturates, amphetamines, and antihista-
mines (263-268). Regarding specific effects
on particular stages, stimulus encoding is
reported to be affected by brain concussion
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(269), sleep deprivation (270,271), and
barbiturates (272,273). Response choice is
affected by brain concussion (269) and
sleep deprivation (270). Motor activation is
affected by brain concussion (269) and
sleep loss (274).

Mathematical Procsing
Mathematical processing tests, unless they
are for very specialized use, are actually
arithmetical tests in which the subject has
to add or subtract, or more rarely, divide
or multiply numbers. One of the first
mathematical processing tests to receive
proper psychometric attention and docu-
mentation was the paper and pencil num-
ber facility (NF) test (275), which required
subjects to add three one- or two-digit
numbers and write the answers in boxes.
The test was standardized on U.S. service-
men (276-279), and some work was done
in the United Kingdom (280).

The NF test showed an interesting
problem when attempts were made to
computerize it (281). The paper and pen-
cil version allowed subjects to use any addi-
tion strategy, but the computer program
constrained subjects to add the numbers in
what was thought to be the most common
way-least significant digits first. However,
there was a small but significant number of
people who had learned the efficient strat-
egy of estimating using most significant
digits first and then adjusting by adding or
subtracting least significant digits. These
people experienced great difficulty with the
computerized test and showed large varia-
tions in performance. Another problem
was that writing or keying in the answers
took a significant proportion of the time
and confounded numerical facility with
motor control. The moral of the story is
that computerizing tests should be done
with care, and reliability and validity may
need to be reassessed.

Most subsequent mathematical process-
ing tests have used addition and/or sub-
traction of single digits. Chiles et al. (282)
developed such a test for inclusion in a
multiple-task performance battery and
used it mainly to assess mental workload
and time-sharing capability (283-285).

Wanner and Shiner (286) used a sub-
traction test to study working memory.
They presented problems, one character at
a time, with parentheses on the left, e.g.,
(5-4)-i, or right, e.g., 5-(4-1) inter-
rupted at intervals by a series of words.
Subjects had to solve the problems or recall
the words; the authors found that errors
were related to the transient memory load

imposed by pending operations in the sub-
traction task. For example, the transient
memory load for right-parenthesis prob-
lems was greater than that for left-paren-
thesis problems, since subjects had to defer
the subtraction until the whole problem
had been presented.

Perez (287) used a subtraction and
addition test to study working memory
and storage. He measured reaction time
and accuracy for both algebraic and reverse
Polish notation and found that errors were
related to confusion between operations,
e.g., adding instead of subtracting; reac-
tion time varied with the number of dif-
ferent operations, e.g., +-+ was slower
than + + +; and after very little practice
with the unfamiliar reverse Polish nota-
tion, which minimizes transient memory
load, performance was better than that
using algebraic notation.

Shingledecker (288) developed a sub-
traction/addition task as part of the US Air
Force test battery, the criterion task set
(CTS); this test was further developed for
the STRES battery. The test is presented
by computer and consists of several prob-
lems, each consisting of three single digits
and two operators, e.g., 5 + 4-2. The sub-
ject has to calculate the answer and say
whether it is greater or less than 5 by press-
ing an appropriate key. This is to minimize
the proportion of time taken up by
inputting the answer (which is significant
in the NF test), and to maintain confor-
mity with the binary responses required by
other tests in the STRES battery.

Regarding reliability, the NF test was
available in 20 alternate forms, all
designed to present similar degrees of
difficulty (289), although forms 17 and
18 were reported to be significantly harder
than the others (276). Seales et al. (290)
studied a test involving addition or sub-
traction of two three-digit numbers, mul-
tiplication of two two-digit numbers, and
division of a four-digit number by a two-
digit number and reported test-retest
correlations of 0.935, 0.941, and 0.921
for total problems attempted, total cor-
rect, and correct minus incorrect, respec-
tively. Chiles et al. (291) studied a test
involving the addition of two two-digit
numbers and the subtraction of a third
two-digit number and reported test-retest
correlations of 0.91 and 0.71 for speed and
accuracy, respectively.

Regarding validity, numerical ability
has repeatedly been identified as a discrete
factor in factor analysis studies of skilled
performance (275). Construct validity can

be illustrated by considering that perfor-
mance may be broken into four processing
stages: a) retrieval of arithmetic information
from long-term memory; b) updating of
information in working memory; c) sequen-
tial execution of arithmetic operations; and
d) numerical comparisons. Subjects appear
to rely not on procedures such as counting,
but on a well organized memory structure,
storing mathematical tables in their heads
(292-294). Also, research using multidigit
addition (295) has shown that complex
mathematical problems are solved in series
of simple steps in working memory.

Mathematical-processing tests have
been widely used to study a variety of stres-
sors such as the effects of wearing protec-
tive clothing (296-299) and effects of
drugs such as alcohol (300), atropine and
diazepam (105,301-303), pyridostigmine
(304), hyoscine (305,306), caffeine and
sleep loss (307), and exposure to methyl
chloride (308).

Memory Search
Most memory tests are unsuitable for
repeated use owing to task-specific learning
effects. Sternberg's memory search test
(175-179) was chosen because it has been
widely used, it is perhaps the most sensitive
of the short-term memory tests that are suit-
able for repeated testing, and like the RT
test, it is able to identify the information-
processing loci of action of stressor effects.

Sternberg (175-179) described a series
of studies of memory search processes using
the additive factor method. The basic exper-
imental task presents a set of digits (the
memory set) followed by a probe digit.
Subjects have to say whether or not the
probe is a member of the memory set, and
their RTs are measured. For example, if the
set were 8 3 7 1 and the probe were 3, the
correct response would be "yes"; if the probe
were 4, the correct response would be "no".

There are three main variations on this
basic procedure. The first is the fixed set
procedure in which one set is presented
and followed by several probes. The sec-
ond is the varied set procedure in which
different sets, each followed by a single
probe, are presented on every trial. The
third is the mixed set procedure, which is a
mixture of the two, e.g., 10 sets each fol-
lowed by 10 probes. The version of the
memory search test in the STRES battery
uses a fixed set procedure.

To perform this task correctly, the sub-
ject must perform several operations in
sequence. First, he must memorize the
digit set before presentation of the probe;
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otherwise, it will contaminate the reac-
tion time. Recognition and storage of
digits (or letters) typically take 250 to 500
msec/item. When the probe is presented,
the subject must first detect and recognize
it and then perform some sort of search
and comparison of the probe with the
items held in memory. The outcome of the
memory search process provides the infor-
mation necessary for the subject to select
an appropriate response. Thus, the task
includes detection, recognition, memory
search and comparison, and response selec-
tion stages.

Sternberg (175) tested the hypothesis
that the memory-search stage could be
affected by varying the number of items in
the memory set. If this is true, then RTs
should change with memory-set size, and
something might be learned about the
memory search process. Two basic memory
search strategies that predict different RT
functions can be identified: a serial search,
which can be self-terminating or exhaus-
tive, and a content-addressable search.

In a serial search, the memory-set items
are stored in separate addresses in memory,
and the probe is compared successively
with the contents of each address. In a ser-
ial, self-terminating search, the search stops
when a match is found or continues to the
end if a match is not found. In this case,
when RT is plotted against set size, the
slope of the function for "yes" responses
will be about half that for "no" responses
since, on average, only half the memory set
need be searched before a match, if pre-
sent, is found. (A match must be equally
likely in all positions in the set.) In a serial
exhaustive search, the search continues to
the end whether a match is found or not.
In this case, the "yes" and "no" response
slopes will be the same.

In a content-addressable search, mem-
ory locations are reserved for all members
of the population from which the sets are
drawn and given the content "no". When
the set is presented, the contents of the cor-
responding items in memory are changed
to "yes". For example, if the set is 3 7 2,
then the contents of addresses 3, 7, and 2
are changed to "yes". When the probe is
presented, the corresponding address is
accessed and the answer is immediately
available. In this case, changes in set size
will not affect memory-search time, and
the slope of the RT function will be zero
for both "yes" and "no" responses.

Sternberg (175) found that RT
increased linearly as a function of set size,
with the intercept reflecting stimulus

encoding, the slope reflecting memory
search, and the presence or absence of a
match ("yes" or "no" response) reflecting
response selection. Further, the "yes" and
"no" response slopes were the same. Thus,
Sternberg's subjects performed serial exhaus-
tive searches. This condusion has been gen-
erally supported by other investigators,
although it has been reported that subjects
can change to content-addressable searches
with sufficient practice (309).

It is probable that, in real life, search
strategies vary with the information con-
tent of the set items and probes. If asked
whether "4" is in an unfamiliar telephone
number, most people would perform serial
searches. A content-addressable search is
unlikely since it is improbable that the
contents of the memory location of "4"
would contain enough information about
whether it is in the telephone number. In
contrast, if asked whether butter is in the
refrigerator, people do not normally have
to search through all the foods kept in
memory under refrigerator. Rather, the
concept of butter is enough to say whether
it is stored in the refrigerator, indepen-
dently of the number of foods stored.

In another study, Sternberg (176)
covaried both the memory-set size and the
clarity of the probe. On half the trials, the
probe digit was presented clearly, and on
the other trials it was degraded by placing
it behind a masking screen of dots.
Logically, it should take longer to recog-
nize a degraded digit than a clear digit.
Thus, the RT to degraded digits should be
longer than that to dear digits. Further, it
is also logical to assume that once the
recognition stage has given the probe a
label, however easy or difficult it may have
been to do so, the rate of memory search
will be the same. Thus, the intercept of
the reaction time function should change,
but the slope should not. Sternberg found
that degrading the probe affected only the
intercept, indicating that it affected the
recognition stage but not the memory-
search stage.

This rationale may be applied to other
variables. Generally, if task variables have
additive main effects, they are inferred to
affect separate processing stages. If they
have interactive main effects, they are
inferred to affect at least one common
stage. Thus, an experimental variable such
as a drug that interacts with memory-set
size is assumed to affect memory search,
whereas a variable whose effect is additive
to memory-set size is assumed to affect a
stage or stages other than memory search.

Many variations on Sternberg's original
method have been studied (179); the main
findings are described below.

Formally, or physically, similar stimuli
are scanned more rapidly than stimuli with
only associational similarity, and stimuli in
the same modality are scanned more
rapidly than those in different modalities
(310-312).

Varying the presentation rate of the
memory set items has little or no effect on
RT (313), but changing the delay between
the memory set and the probe affects pro-
cessing of the memory set; at short delays,
memory search and comparison are held
up until memory-set processing is complete
(314). RT is faster when the stimuli are
organized, such as in a numerical sequence.
RT is also faster on negative trials as a
function of numerical separation between
the probe and the memory set (315,316).

Emphasis on speed or on accuracy each
produces strong practice effects on the
intercept, but not on the slope, of the RT
function (317). RT is decreased with
increasing delay of a probe after presenta-
tion of items that subjects have been told
to remove mentally from the memory set
(318,319). RT decreases as a function of
the number of items common to the mem-
ory and probe sets (320-322).

RTs to pictorial stimuli are faster when
processed by the right cerebral hemisphere,
and reaction times to letters are faster when
processed by the left hemisphere. When
stimuli are presented to the slow hemi-
sphere for that type, the intercept of the
RT function increases but the comparison
rate is unaffected (323).

Linear and increasing RT functions have
been observed for a wide variety of stimuli,
induding visual and auditory digits and let-
ters, two- and three-digit numbers, shapes,
pictures of faces, drawings of common
objects, words ofvarious lengths, colors, and
phonemes (324-330). The slopes of the RT
functions to these types of stimuli differ sys-
tematically. The "yes" and "no" functions
have been found to remain linear and paral-
lel for memory sets of up to 10 letters (331)
and up to 12 common words (332).

Linear and increasing RT functions
have been observed in people of differing
personalities, various ages ranging from
children to elderly adults, and in normals,
alcoholics, schizophrenics, and the brain-
damaged mentally retarded. Aging and
mental retardation both produce increased
slopes compared with those of young,
healthy adults (333,334). Children of 8
years of age produce RT functions with

Environmental Health Perspectives * Vol 104, Supplement 2 * April 1996 259



A WETHERELL

higher intercepts but the same slopes as
those of young adults (325,334). Introverts
are slower than extraverts at scanning for
semantic features (335).

The effects of extended practice vary
with the procedure. If the same fixed set is
used over many days, then the RT func-
tion becomes flatter and negatively acceler-
ated, particularly when the probes are
consistently associated with one or other re-
sponse. There is some evidence that subjects
develop a content-addressable search strat-
egy and that processing becomes automatic
rather than controlled (309,336,337). If the
memory sets are changed from trial to trial
or from session to session and stimuli are
not consistently associated with particular
responses, then extended practice affects
the intercept but not the slope (338).

The Sternberg task has been used
widely, in a variety of forms, to identify the
information processing loci of action of
several drugs.

With industrial chemicals, Smith and
Langolf (339) found that four levels of
exposure to mercury affected the slope but
not the intercept of the RT function.
Maizlish et al. (340) reported that long-
term exposure to mixtures of organic sol-
vents had no effect.

With social drugs, Oborne and Rogers
(341) reported that various combinations
of caffeine and alcohol affected the slope
but not the intercept of the RT function.
Tharp et al. (342) reported that alcohol
impaired response selection. Roth et al.
(37) found that alcohol and marijuana dif-
fered significantly from placebo but not
from each other and that marijuana
increased overall RT.

With benzodiazepines, Subhan (343)
reported that flunitrazepam and triazolam
impaired stimulus encoding and serial
comparison stages, whereas lormetazepam
had little or no effect. Rizzuto (344) found
that 5 mg diazepam did not affect perfor-
mance, whereas 10 mg increased RT but
did not affect error scores.

With hypnotics, Rundeil et al. (345) and
Wllliams et al. (346) reported that secobar-
bital affected stimulus encoding, but Mohs
et al. (347) reported that it had no effect.
With antidepressants, McNair et al. (348)
found that amitryptiline improved RT gen-
erally, whereas amoxapine had no effect.

With stimulants, Naylor et al. (349)
reported that methylphenidate speeded
response selection but not stimulus evalua-
tion, and Mohs et al. (347) reported that
methamphetamine had no effect.With
anticholinesterases, Wetherell (350) found

that physostigmine (previously reported to
improve memory) improved stimulus
recognition but not memory search.With
hormones, Ward et al. (351) reported that
melanocyte-stimulating hormone and
adrenocorticotrophic hormone improved
stimulus encoding but did not affect mem-
ory search in men or women.

With regard to other stressors, Lorenz
and Lorenz (unpublished data) reported
that both speed and accuracy were impaired
during simulated diving to 560 m using
heliox and to 360 m using trimix (5% nitro-
gen). Briggs et al. (352) reported that con-
current tracking affected the intercept of the
RT function but not the slope, and Crosby
and Parkinson (353) reported that perfor-
mance of a ground-controlled approach by
pilots had a similar effect. Wetherell (354)
reported that car driving affected the inter-
cept but not the slope for "yes" responses
and both the intercept and the slope for
"no" responses. He suggested that subjects
were less certain about a "no" than about a
yes" decision and carried out more searches
to accumulate confidence before responding.

Some investigators have studied the rela-
tionship between the memory search task
and the P300 component of the evoked cor-
tical potential, which has been claimed to
reflect information processing activity.
Gomer et al. (355) reported that the P300
was enhanced for "yes" responses and that
the difference in P300 between "yes" and
"no" responses increased with memory-set
size. Brookhuis et al. (356) reported that
the memory search task results indicated a
self-terminating search whereas the P300
results indicated an exhaustive search. Adam
and Collins (357) reported that P300 laten-
cies increased with memory-set size up to
seven digits. Ford et al. (358) reported that
RT was slower in older subjects than in
younger subjects, but there was no differ-
ence in P300 latency or amplitude.
However, Pfefferbaum et al. (359) reported
that the P300 amplitude increased with
memory-set size and decreased with age.

The reliability of the memory search test
RTs has been reported as generally greater
than 0.70 (360,361). Split-half reliabilities
were measured by Boer (362) for slopes
and intercepts for memory set sizes of one
and four letters (Table 3).

The validity of the test is related to that
of the additive factor method, as described
above for the RT test.

Spata Proesig
Factors relating to spatial ability have been
reported in factor analyses for some time

(363-369). More recently, Lohman (370)
suggested that there existed a broadly
defined spatial factor with several subfac-
tors: spatial relations, spatial orientation,
and visualization. Spatial ability has also
been studied using the information-pro-
cessing approach (371-373).

The spatial processing test used in the
STRES battery consists of pairs of four-bar
histograms with the two histograms in each
pair presented sequentially. The first his-
togram of each pair is presented upright
and the second rotated through either 900
or 270°. For each pair, subjects have to say
whether the second histogram is the same
as or different from the first by pressing
appropriate response keys.

The test is based on that used in the
CTS (288), which in turn was based on an
earlier task devised by Fitts et al. (374) and
used by Chiles et al. (282) to study work
schedules and long-term isolation. The test
taps the visualization ability involved in
mental reorientation, perceptual speed, and
probably closure speed (370).

Kennedy et al. (375) reported that the
Fitts et al. (374) histogram test has a
test-retest reliability of 0.90. Chiles et al.
(282) reported that their version of the test
has a split-half reliability of 0.75; Schlegel
and Gilliland (307) reported that the
STRES version of the test has a reliability
coefficient of 0.67.

Regarding validity, Kennedy et al.
(375) reported that the Fitts et al. (374)
histogram test gave a correlation of 0.71
with Klein and Armitage's (376) pattern
comparison test, and the histogram scores
loaded on to the same factor as other tests
with spatial components such as the
manikin test (related to Lohman's spatial
orientation factor), code substitution, and
the Klein and Armitage pattern comparison
test (both related to Lohman's spatial rela-
tions factor). The histogram test also loads
on to a motor control factor, perhaps
because it was originally used in a paper-
and-pencil version.

Regarding sensitivity to stressors, there
is little information as yet. Rizzuto (344)
reported that 10 mg diazepam increased
reaction times but did not affect accuracy.
Some sensitivity may be inferred from

Table 3. Split-half reliability coefficients for the mem-
ory search test.

Memory set size Slope Intercept
1 0.32 0.74
4 0.62 0.65
1 and 4 combined 0.76 0.87
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findings using tests with which the his-
togram test is correlated. For example, the
manikin test is sensitive to the effects of
deep diving (377,378), the pattern com-
parison test is sensitive to cyclical variations
in arousal (376), and the Fitts et al. (374)
histogram test is sensitive to the effects of
long-term isolation (282,284).

Unsuble Tracking
Many tracking tests exist; they are classified
into pursuit (where the subject pursues a
moving target), compensatory (where the
target remains stationary and the tracking
cursor drifts), and combined compen-
satory/pursuit. Some adaptive tests also exist
in which the evasive movements of the
target increase as the tracking cursor
approaches. A further classification is in
terms of the order: zero-order is when the
response device (e.g., joystick) controls just
the cursor direction; first-order is when the
joystick movement controls direction and
speed; second-order (rare) is when the joy-
stick controls acceleration.

The unstable tracking test used in the
STRES battery involves using a joystick to
keep a cursor aligned next to a target posi-
tioned in the middle of the monitor screen.
The cursor starts aligned, but it will accel-
erate away, left or right; the further it
moves, the greater the joystick movement
has to be to correct it. If the cursor reaches
a boundary, it will reappear at the target
and begin moving away again. The test is
analogous to balancing a billiard cue (379):
if it moves only slightly, then only fine cor-
rections are needed, but the further it falls,
the more it accelerates and the greater the
correction has to be.

The test was inspired by analyses of
aircraft handling (380,381) and developed
by Jex et al. (382), based on Fourier analy-
sis and linear feedback control theory.
Tracking performance can be described by
the linear differential equations, or transfer
functions, incorporated into a quasilinear
class model of the human operator. In such
models, the response to tracking input sig-
nals, although nonlinear, is approximated
by a linear transfer function called the
describing function and a separate, nonlin-
ear component called the remnant. The
parameters of quasilinear models, e.g.,
time delay and gain, appear to correspond
to specific characteristics of human control
behavior in man-machine systems. For
example, the time delay appears to be
analogous to discrete reaction time (138).
The unstable tracking test is based on the
quasilinear crossover model of McRuer

and Jex (383) and used in the CTS
(288,382).

Damos et al. (384) reported that unsta-
ble tracking performance stabilized after 10
sessions and had a test-retest correlation of
0.764. However, Damos et al. (385) later
reported that performance became stable
after 105 brief practice trials, although per-
formance slowly improved over 14 days.
Schlegel and Gilliland (307) reported that
the STRES version had a reliability
coefficient of 0.83 for mean absolute error
and 0.82 for control losses. The validity of
the test is based on the findings that
human performance closely follows theo-
retical assumptions (382).

The test has proved to be sensitive to a
variety of stressors including alcohol
(386,387), carbon monoxide (388), diaze-
pam (344), sleep loss (307), saturation
diving (Lorenz and Lorenz, unpublished
data), and variations in acceleration force
(389-391).

Grammatical Reasoning
Several logical reasoning tests have been
proposed. For example, Wason (392) used
sentences describing a number as odd or
even, such as "seventy-six is an even num-
ber", or "sixty-two is not an even number",
and found that negative statements were
verified more slowly than were affirmative
statements. He suggested that this was due
to the extra time required to invert the
negative form (e.g., "not even") to the
affirmative (e.g., "odd").

Slobin (393) used sentences followed
by pictures (e.g., a cat chasing a dog), and
asked subjects to say whether the sentence
correctly described the picture. Chase and
Clark (394) and Clark and Chase
(395,396) used sentences describing the
relationship of * and + symbols, e.g., "the
star is not above the plus." These authors
also found that negative sentences took
longer to verify than did affirmative ones,
presumably because subjects inverted them.

Baddeley (1) described a test of verbal
reasoning based on grammatical transforma-
tion, which has since become perhaps the
best known and widely used of its type. The
test consists of sentences, each followed by
two letters: AB or BA. The sentences
described the order of the two letters, and
subjects had to say whether the description
was true or false. Examples include A fol-
lows B-AB; B does not follow A-BA; A
is preceded by B-BA. Thirty-two differ-
ent problems can be generated by combin-
ing the verb follow or precede, the active
or passive voice, affirmative or negative

construction, the order of A and B in the
statement, and the order ofA and B in the
letter pair. Baddeley (1) found that affirma-
tive sentences were verified faster than nega-
tive ones and active sentences verified faster
than passive.

The version of the test used in the
STRES battery was derived from Shin-
gledecker (288), who substituted the sym-
bols used by Clark and Chase (395,396) for
the letters used by Baddeley (1) to avoid any
bias from the natural, alphabetic order ofA
and B. The STRES version was further
modified to avoid cultural and language
bias. In particular, passive sentences were
omitted since the passive voice is seldom
used in some languages, e.g., German. Since
this left only the active, and hence easier,
problems, it was decided to use two state-
ments describing the order of three symbols.
The symbols were &, #, and *, and the
statements consisted of a symbol, the word
BEFORE or AFTER, and a second symbol, e.g.,

& AFTER #
* BEFORE &

# BEFORE *
# AFTER &

* AFTER &
# BEFORE *

#*&

If both statements have the same truth
value, i.e., both true or both false, the sub-
ject responds "same;" if the statements have
different truth values, i.e., one true and one
false, the subject responds "different."

Regarding reliability, Baddeley (1)
reported a test-retest reliability of 0.80 for
the original paper and pencil form of the
test. Carter et al. (397) studied a similar
test, but of a 1-min duration, and reported a
test-retest correlation of 0.82. Schlegel and
Gilliland (307) studied the CTS version
and reported a reliability coefficient of 0.83.

Regarding validity, Baddeley (1)
reported a correlation of 0.59 with the
British Army Verbal Intelligence Test,
Carter et al. (397) reported a correlation of
0.44 with the Wonderlic Test of Mental
Ability, and Wetherell (398) reported a
nonsignificant correlation of 0.22 with
Raven's Standard Progressive Matrices.
Further support that the test taps verbal
ability comes from the findings that recall
of verbal memory loads is impaired by the
grammatical reasoning test but not by
spatial reasoning tests: the test taps the
verbal articulatory loop and-not the visu-
ospatial scratch-pad of working memory
(399,400).

Perhaps the best known use of the test
was in the early studies of working mem-
ory: concurrent memory loads of six letters
slowed grammatical reasoning performance
but did not affect accuracy (401,402).
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The test is reported to be sensitive to
the effects of diazepam (105), atropine
(304), physostigmine (403), car driving
(250), nitrogen narcosis (404), fatigue
(405), and anxiety before decompression
(406) but not to anxiety before simulated
deep sea diving [Lorenz and Lorenz,
unpublished data; (377)].

Recently, Salame (407) commented
that the STRES version of the test could be
performed without reference to the sym-
bols as long as three rules were followed:
a) when there is only one match, the cor-
rect answer is always "same;" b) when there
are two matches, the correct answer is
always "different;" and c) when there is no
match, the correct answer is always "differ-
ent." Salame suggested that subjects could
discover these rules and that the test would
no longer measure logical reasoning. While
most subjects probably would not have the
opportunity or ability to analyze the struc-
ture of the test in this way, even if they did,
the test could still be considered to mea-
sure a form of logical reasoning. Neverthe-
less, Salame's criticism and proposed
improvements should be borne in mind.

Dual Task
The dual task is a combination of the
unstable tracking task and the memory
search task. The memory set is presented
and tracking begins when the subject
presses a key to say that he has memorized
the set. Probe items are presented immedi-
ately above the central tracking target, and
the two tests run concurrently although
separate scores are recorded for each as
described above.

The reliability of each of the tests is dis-
cussed above. There is no direct evidence
concerning their reliability in combination.
However, the test-retest reliability of track-
ing with other concurrent tasks is reported
to be fairly good (408).

Regarding validity, there have been
some attempts to identify a general time-
sharing factor but with inconclusive results
(408-410). The differences between sin-
gle-task performance and dual-task perfor-
mance on these tasks become smaller with
practice (151), but it is not certain whether
this reflects improved time-sharing ability
or reduced resource demands.

The sensitivity of the two tests separately
was described above. The few investigations
of tracking with concurrent memory search
so far carried out have been concerned
primarily with the development of multiple
resource models of performance. However,
tracking combined with other tasks has

proved sensitive to several stressors includ-
ing alcohol, caffeine, and methyl chloride
(411), carbon monoxide and methylene
chloride (412), G-stress (413), and sleep
loss (414).

Study Design
It is not intended here to present a treatise
on study design; detailed information can
be found in most textbooks on experimen-
tal and applied psychology. However, some
practical comments might help set the rest
of the paper into some context.

Most psychological tests are used to
determine an individual's score with
respect to normative data for purposes of
diagnosis or classification. Performance
tests are used differently: there are usually
no norms, and comparison, reference, or
control data must be obtained from other
sources. Usually it is obtained concurrently
with test data, but sometimes it can be
obtained from previously gathered data. In
any case, performance tests are, or should
be, administered as part of a carefully
designed procedure.

An experimental design systematically
manipulates independent variables to dis-
cover their effects on dependent variables.
To attribute cause and effect correctly, all
other variables must be controlled, usually
by eliminating those that can be elimi-
nated, counterbalancing those that cannot,
or measuring those that cannot be elimi-
nated or counterbalanced. Variables that
are not accounted for can confound the
results, i.e., make it impossible to tell
which variable caused which effect.

Experimental studies of the effects of
drugs and other environmental stressors on
performance tend to follow two general
types of design. The first is between sub-
jects, or parallel groups, in which subjects
are allocated randomly to groups, and each
group receives one of the treatments. The
main advantage is flexibility in that the loss
of one subject's results can easily be repaired
by adding more subjects. The main disad-
vantage is that a statistically viable number
of subjects is needed for each group, and can
run to large numbers.

Randomization is assumed to distribute
subject characteristics evenly between the
groups but bias can occur, and there is a
risk of confounding treatment effects with
those arising from differences between the
groups. For example, by chance, one group
may be more resistant to drug effects or
may be berter at performing the tests. It is
possible to match the subjects in terms of
known characteristics, but doing so might

unmatch them in terms of unknown, but
important, characteristics. Some investiga-
tors argue that subjects should be assigned
to treatment groups completely at random;
others argue that doing so might introduce
bias, e.g., studying groups in sequence could
cause confounding with seasonal changes in
a long study. Thus, it might be better to
build up all the groups at the same rate.

The second type of design is within-
subjects or repeated measures, in which all
subjects receive all treatments, including
control treatments. The treatment admin-
istration orders should be randomized or
counterbalanced, and in cases where only
two treatments are involved, e.g., a drug
and a placebo, it is usual for half the sub-
jects to receive the placebo first and the
other half to receive the active treatment
first. This is sometimes called a crossover
design. In cases where more than two
treatments are involved, more complex
counterbalancing is needed, e.g., factorial
designs, or Latin Squares. Here, the inves-
tigator must give the treatments in such a
way that they are not confounded with the
temporal order. Some examples covering
four treatments are shown in Table 4.
Example 1 is not very good because some
sequences are repeated: if there is a hang-
over effect of, e.g., drug A on drug B, then
subjects 1, 3, and 4 will show a bias.
Example 2 is better; here, all sequences are
completely counterbalanced.

With some numbers of treatments,
e.g., three, the design cannot be so eco-
nomical because the orders cannot be
completely counterbalanced. Sometimes
the only recourse is to study all combina-
tions of orders-six for three treatments.
Only very brave investigators attempt
more than four treatments.

The advantages of within-subject
designs derive mainly from the fact that
each subject acts as his own control; thus,
fewer subjects are needed than for a
between-subjects design. Since each subject
acts as his own control, there is no con-
founding of treatment effects with differ-
ences between subjects. One disadvantage
is inflexibility: the loss of one subject's

Table 4. Examples of Latin Squares.

Subjects

1
2
3
4

Example 1
Order

1 st 2nd 3rd 4th

A B C D
B C D A
C D A B
D A B C

Example 2
Order

1 st 2nd 3rd 4th

A B C D
B D A C
C A D B
D C B A
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results for only one treatment means that
all of that subject's treatments have to be
replaced, and the subjects must be studied
in certain multiples, e.g., a 4x4 Latin
Square requires subjects in multiples of
four. Another disadvantage is that treat-
ment effects can be confounded with the
effects of repeated testing such as fatigue
and learning, and other intercurrent events
may occur in one treatment but not
another, e.g., paydays, changes in health,
emotions, and biological rhythms. Such
factors lead to asymmetric transfer and
other effects (182,415) that can confound
treatment effects.

Sometimes it is not possible to use a
within-subjects design or even to study a
concurrent control group, e.g., in measur-
ing the performance of people who have
been accidentally exposed to a stressor
such as a toxic chemical or who have been
exposed over a long period of time. Here,
control groups must be sought, e.g., from
among those in the same job who were
not exposed, or if this is not possible,
from people in similar jobs. This raises
many problems since the control group
would have been subjected to different
influences, and it might be impossible to
tell whether any effects are actually due to
the accidental exposure.

In any case, the choice of experimental
design is not normally the investigator's
alone; it is often forced by circumstances
or, at best, is a compromise between what
the investigator considers best, the spon-
sor's demands, and the time, subjects, and
finances available.
A word on placebos is appropriate. A

placebo should match the active treat-
ment(s) in all respects except that it does
not contain any active agent. This is actu-
ally a tall order; it can often be quite
difficult to match size, shape, color,
weight, taste (or other sensory aspect),
sometimes solubility, as well as means and
style of administration. An example is
alcohol, the taste and smell of which can-
not easily be disguised or mimicked, and
which has proved a considerable problem
in experimental studies. Some authors
have had to produce quite complex cock-
tails of such ingredients as orange juice,
peppermint, herbs, and spices. The taste
and smell can be reduced by dilution, but
this might mean that subjects have to
drink prohibitive amounts of liquid to get
the required dose.

Just as placebos are necessary for experi-
mental control, some investigators also use
an active, or positive, control, sometimes

called a verum. This is a treatment intended
to produce effects and is often used in cases
where the investigator suspects that the
treatments being tested might have little or
no effect. Given that an experiment is
designed to test the null hypothesis (that
there is no effect), it is impossible to prove
that there is no effect; investigators can only
say that they have not shown an effect.
Experimental and applied psychologists
learn from an early age that absence of evi-
dence is not evidence of absence. There
may be several reasons for this, the main
one being that the tests used might have
been insufficiently sensitive. This is often
difficult for sponsors to understand or
accept since it is often the finding that they
want, and no investigator likes to admit
that his tests were not good enough. A
verum, which shows an effect, and hence,
that the tests were good enough to detect it,
can lend support to a conclusion that the
test treatment actually has no effect. Vera
are also useful to distract subjects.

All treatments-test, placebo, vera-
should be administered double-blind, i.e.,
neither the subjects nor the experimenters
know which treatment is which. The iden-
tity is known only to a third party who
takes no role in the study other than
preparing, allocating, and recording treat-
ments. The third party certainly does not
administer tests or even meet the subjects,
and it is helpful if he is not on speaking
terms with the experimenters. This is also
sometimes difficult to achieve since some
drugs have characteristic effects that
quickly become apparent to the experi-
menters and sometimes to the subjects. For
example, atropine causes the pupils of the
eye to enlarge (mydriasis), which can easily
be seen by experimenters and also causes
blurring of vision by cycloplegia, which
can be detected by the subjects.

One point that is often forgotten is that
double-blind procedures should extend all
the way through a study, including the
analysis of results. It is too easy to say that,
for example, computer-presented and scored
tests are not subject to bias, but some scores
may have to be interpreted during prelimi-
nary data reduction or missing data may
have to be estimated. The purists would say
that this should not happen, but in the real
world it does. It is quite possible to analyze
results with treatment groups identified by
codes: final identification should be left
until all the significant differences have
been calculated.
A word on learning is also appropriate.

Learning is sought after, e.g., by educational

psychologists, but experimental and applied
psychologists would rather it did not exist.
All investigators give, or should give, sub-
jects at least some familiarization on the
tests beforehand. Many investigators train
their subjects and often report that they
did so until the subjects reached a plateau
of performance. This sounds reasonable
but it is misleading. Wetherell (280) noted
that the number of Moran and Mefferd
(275) number facility tests needed to
achieve a performance plateau increased
from about three to over 60 with successive
reports of the test's properties and carried
out his own studies. He found that subjects
always achieved a plateau of 15 to 20%
improvement no matter how much train-
ing they were given, as long as they knew
beforehand how much time they would
have. When further training was given
unexpectedly, subjects improved by
another 10 to 15%.

Rabbitt (416) showed that perfor-
mance improvements can occur over pro-
longed periods, i.e., months, even with a
measure such as simple reaction time,
which is often thought to involve minimal
learning. Bittner et al. (45), in their studies
of tests for the PETER battery, reported
that while performance achieved some sta-
bility over several training sessions, it was
still increasing. Thus, Parrott (192) cau-
tions "beware of any study blithely report-
ing the absence of learning effects," no
matter what the authors claim.

Learning is a particular problem with
memory tests since by definition they
require subjects to learn things. The prob-
lem lies mainly in that subjects do not for-
get them; items memorized from a word
list in one part of a study can intrude and
affect memory for other items that need to
be memorized in a later part. The problem
is less serious if the items are alphanumeric
characters because they can usually be ran-
domized, as in tests such as Wechsler's digit
span (50), but words have more meaning
and are less easily forgotten. Such effects
are sometimes studied in themselves, but
most investigators studying stress effects
would rather do without them.

Some other points should also be con-
sidered with respect to studies of the effects
of drugs. The first is that most drugs are
taken to help cure or alleviate illness, and
they will have different effects on patients
than on healthy experimental subjects.
Employing patients as experimental sub-
jects does not help; the effects of the drug
would be confounded with those of the ill-
ness, and there are problems in defining
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the type and level of illness that constitutes
a patient, especially with drugs having sub-
tle effects such as tranquillization.
A distinction must also be drawn

between the acute effects of a single dose of
a drug given to drug-naive experimental
subjects and the chronic effects of repeated
dosing more often used in real life. How-
ever, it is well known that many patients
tend to modify their prescribed dosing reg-
imens to suit their way of life and may
periodically suffer from effects similar to
those experienced by first-time users.

In choosing tests, several factors must
be considered. The first is the range of
skills or psychological functions that needs
to be covered. Sometimes there is only one
and the investigator may be able to mea-
sure performance on the actual task or
some simulation or suitable laboratory test.
More often, investigators are required to
make statements on a wide range of skills;
here, tests should be chosen according to
some model or taxonomy.

Second, tests are often chosen to cover
the likely effects of the stressor, based on
prior evidence or some rationale. For exam-
ple, in psychopharmacology, tests are cho-
sen to cover the range of behavior that could

result from the pharmacological actions of a
drug. Performance effects are most likely to
arise from known drug effects on the central
nervous system, but they may also arise indi-
rectly through subjects' awareness of periph-
eral effects, e.g., on the eye or on heart rate
or force, which can be especially alarming.
Thus, it is premature to assume that a drug
is behaviorally inactive simply from
pharmacological evidence, which may itself
be questionable, that it does not cross the
so-called blood-brain barrier. This barrier is
not as final as it sounds; it allows, and often
facilitates, the passage of drugs and metabo-
lites into the brain, and its selective perme-
ability and topographical distribution vary
between and within species and within the
same animal according to age, state of
health, etc. (417,418).

Also, it cannot be assumed that behav-
ioral effects of a drug are governed by its
pharmacokinetics. Rates of drug absorption
and initial distribution might determine
the onset of behavioral effects, but their
severity and duration depend less on metab-
olism and excretion than on the subject's
ability to adapt and compensate or surren-
der. These factors depend in turn on age,
arousal level, reserve capacity, personality,

mood, sex, self-image, and time of day,
week, month, or even year.

Third, all tests should be sensitive,
reliable, and valid, but it is not always pos-
sible to achieve all three criteria, especially
when increasing reliability or validity leads
to a decrease in sensitivity. In such cases, it
is often useful to include a test of proven
sensitivity, even though its reliability and
validity are unknown, in order to show
that some effects can be detected by some
means and to lend support to a conclusion
that there is no effect.
A major problem in any study is to

obtain enough subjects with the requisite
qualifications, (e.g., age, sex, degree of
stressor and test naivety) to form a statisti-
cally reliable sample representative of the
population for whose benefit the work is
intended. Subjects are always scarce and,
since for most studies they must be volun-
teers, some bias must be tolerated. Some
groups of people are notoriously reluctant
to volunteer for anything, while others can
seem rather too eager, perhaps from subtle
pressures or dubious motives that could
have more effect than the drug on the
behavior under test.
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